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Preface to the third volume ofModel Order Reduction
The third volume of the Model Order Reduction handbook project offers several re-
markable instances of applications of model order reduction (MOR) approaches to the
solution of problems arising from themost diverse areas of application. Through these
examples, we would like to provide the reader with an overview of thematurity of this
emerging field and its readiness to address challenging problems ofmultifaceted com-
plexity.

We start with several chapter contributions to classical fields of engineering.
The first one, by J. Eason and L. Biegler, is onmodel reduction in the optimization

of a variety of heterogeneous chemical processes. In particular, two case studies are
presented on CO2 capture using nonlinear programming and NLP filter models.

The second chapter, by B. Lohmann et al., is on MOR in mechanical engineering.
Four applications are discussed, concerning the reduction of a thermo-mechanical
machining tool of a car body and driver’s seat, of an elastic crankshaft, and a leaf
spring model.

The third chapter, by E. Deckers et al., presents several case studies of MOR for
acoustics and vibrations inmechanical applications. Two different viewpoints are de-
veloped: the application of MOR from a purely mathematical perspective and a con-
sideration of expected properties of MOR based on physical arguments from the field
of mechanics.

Two chapters devoted to microelectronics and electromagnetism, a very classical
and successful arena for MOR methods, follow. The first of those, by B. Nouri et al.,
pursues a twofold goal: to describe the context in which the need for MOR arose in
microelectronics, and to present an overview of their applications to address the is-
sues of high-speed interconnects in microelectronics at various levels of the design
hierarchy.

The next chapter, by D. Ioan et al., proposes a computer-aided consistent and ac-
curate description of the behavior of electromagnetic devices at various speeds or fre-
quencies, and describes procedures to generate compact electrical circuits featuring
an approximately equivalent behavior.

The chapter by M. Yano is on model reduction in computational aerodynamics.
The focus is on techniques that are designed to address nonlinearity, limited stability,
limited regularity, and a wide range of scales that have been demonstrated successful
for multidimensional large-scale aerodynamic flows.

The next two chapters address a somehow less conventional field of applications,
that of life sciences. The chapter by B. Karasözen is on MOR in neurosciences, more
specifically on the exploitation of models of large-scale neuronal networks to provide
an accurate and fast prediction of patterns and their propagation in different areas of
the brain.

The following chapter, by N. Dal Santo et al., introduces MOR methods to face
some of the most challenging processes of the cardiovascular system. Two specific

Open Access. © 2021 Peter Benner et al., published by De Gruyter. This work is licensed under the
Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

https://doi.org/10.1515/9783110499001-201



VI | Preface to the third volume ofModel Order Reduction

applications are targeted: the simulation of blood flow past a carotid bifurcation and
the computation of activation maps in cardiac electrophysiology.

The last five chapters address somewhat more methodological issues arising in
various scientific, engineering, societal, and economics applications.

The chapter by J.-C. Loiseau aims at bypassing some difficulties of classical proper
orthogonal decomposition approaches to the solution of fluid dynamics problems by
using feature-based manifold modeling in which the low-dimensional attractor and
nonlinear dynamics are characterized from experimental data: time-resolved sensor
data and optional nontime-resolved particle image velocimetry snapshots.

In the chapter by R. Pulch, MOR is used in the framework of uncertainty quan-
tification. Establishedmethods like polynomial chaos, stochastic Galerkin, stochastic
collocation, and quadrature sampling are reviewed for dynamical systems consisting
of ordinary differential equations or differential algebraic equations. Demonstration
of applicability is provided on test examples.

The chapter by X. Cheng et al. addresses MORmethods for networks that describe
a wide class of complex systems composed of many interacting subsystems. First,
clustering-based approaches are reviewed,with the aimof reducing thenetwork scale.
Then,methods based on generalized balanced truncation that reduce interconnection
structures of a network and the dynamics of each subsystem are discussed.

The chapter by D. Hartmann et al. presents use cases where MOR is a key enabler
for the realization of digital services and the reduction of simulation times and out-
lines the potential of MOR in the context of realizing the digital twin vision.

The last chapter, by B. Haasdonk, addresses the issue of software. In the first part,
as neither full simulation models nor MOR algorithms are to be reprogrammed, but
ideally are reused from existing implementations, the interplay of such packages is
discussed. Then an overview of the most popular MOR software libraries is provided.

We are confident that the vast set of applications discussed here, combined with
the broad variety of numerical techniques and software libraries available, will moti-
vate the reader to embrace MOR approaches to successfully address complex applica-
tions arising in computational science and engineering.

Peter Benner, Stefano Grivet-Talocia, Alfio Quarteroni, Gianluigi Rozza,
Wil Schilders, Luìs Miguel Silveira

Magdeburg, Germany
Torino, Milano, Trieste, Italy
Eindhoven, The Netherlands
Lisbon, Portugal
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John P. Eason and Lorenz T. Biegler
1 Model reduction in chemical process
optimization

Abstract: Chemical processes are often described by heterogeneousmodels that range
from algebraic equations for lumped parameter systems to black-box models for PDE
systems. The integration, solution, and optimization of this ensemble of processmod-
els is often difficult and computationally expensive. As a result, reduction in the form
of reduced-ordermodels and data-driven surrogatemodels is widely applied in chem-
ical processes. This chapter reviews the development and application of reducedmod-
els (RMs) in this area, as well as their integration to process optimization. Special at-
tention is given to the construction of reduced models that provide suitable represen-
tations of their detailed counterparts, and a novel trust region filter algorithm with
reducedmodels is described that ensures convergence to the optimumwith truthmod-
els. Two case studies on CO2 capture are described and optimized with this trust re-
gion filter method. These results demonstrate the effectiveness and wide applicability
of the trust region approach with reduced models.

Keywords:Model reduction, trust regionmethods, POD, equation-orientedmodeling,
glass box, black box, nonlinear programming, NLP filter methods

MSC 2010: 35B30, 37M99, 41A05, 65K99, 93A15, 93C05

1.1 Introduction

Chemical processes incorporate advanced technologies that need to bemodeled, inte-
grated, andoptimized. To address theseneeds, state-of-the-art nonlinear optimization
algorithms can now solve models with millions of decision variables and constraints.
Correspondingly, the computational cost of solving discrete optimization problems
has been reduced by several orders of magnitude [14]. Moreover, these algorithmic ad-
vances have been realized through software modeling frameworks that link optimiza-
tionmodels to efficient nonlinear programming (NLP) andmixed-integer NLP solvers.
On the other hand, these advances are enabled through modeling frameworks that
require optimization models to be formulated as well-posed problems with exact first
and second derivatives.

Despite these advances, multiscale processes still need effective problem formu-
lation and modeling environments. At the process optimization level, multiscale in-

John P. Eason, Exenity, LLC, Pittsburgh, PA, USA
Lorenz T. Biegler, Department of Chemical Engineering, Carnegie Mellon University, Pittsburgh, PA,
USA
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2 | J.P. Eason and L. T. Biegler

tegration is required to model complex transport and fluid flow phenomena. For in-
stance, optimizationmodels for advanced power generation processes, such as in Fig-
ure 1.4, comprise aheterogeneousmodeling environmentwith algebraic equation (AE)
models, such as heat exchangers, compressors, and expanders, as well as large, non-
linear partial differential AE (PDAE)models. These includemultiphase reactormodels
such as fluidized beds, combustors, and gasifiers. Because of the substantial complex-
ity of the associated model solvers, computational costs for multiscale process opti-
mization are prohibitive. While equation-oriented flowsheet models may take only a
fewCPU seconds to solve, a PDAE combustion or gasificationmodel alonemay require
many CPU hours or even days [48]. We denote these prohibitive models as truth mod-
els, which require model reduction. These models often follow a “bottom up” model-
ing approach, where DAEs or PDAEs derive from fundamental physical laws. Models
at this higher fidelity can include transport behavior and detailed reaction kinetics,
which require computationally costly simulations.

The process flowsheet in Figure 1.4 shows a detailed boiler model, pumps, com-
pressors, turbines, heat exchangers, and mixing and splitting junctions, and the re-
sulting model comprises equations that connect process units with process streams,
conservation laws (mass, momentum, energy) within each unit, constitutive equa-
tions that describe physical phenomena, including transport behavior, equilibrium
and reaction kinetics, and physical properties for materials and mixtures. This en-
semble of PDAEs/DAEs/AEs within a chemical process is typically broader thanmany
PDAE models in other domains, where model reduction can proceed in a more struc-
tured manner.

Model reduction in chemical process simulation and optimization can be effected
in a number of ways. These include:
– Simplifying assumptions of physics-based models by removing terms in PDAEs

that reflect negligible behavior in time and length scales. Often, these “shortcut”
models can only be defined (and validated) over limited domains of applicability.

– Time scale reduction, where dynamic behaviors that are either too fast or too slow
in the range of interest are eliminated [56].

– Data-driven input–output models which are generally unstructured, require few
assumptions, and lead to general-purpose applications [63].

Process optimization with reduced models poses a special challenge as most reduced
models are interpolative, while optimization requires extrapolation. Generally, we ex-
pect extrapolative capabilities to be captured by physics-based truth models, as they
are based on fundamental phenomena and comprise constituent models that have
been validated frommany domains. To develop and preserve these capabilities, inter-
polative reduced models must be reconstructed and recalibrated with truth models,
in order to remain consistent over the convergence path of the optimization solver.

To develop an integrated optimization approach we expect that an RM-based
strategy is allowed to evaluate and compare information from the truthmodels to cap-
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ture relevant multiscale phenomena such as complex fluid flow, particle mechanics,
and dynamic operation within the process optimization. Moreover, general strategies
can be applied to create RMs through a number of physics-based or data-drivenmodel
reductions. To develop this strategy, this chapter considers the properties needed for
the RM-based optimization framework to converge to the optimum of the original
system models, as well as the construction of RMs that balance model accuracy with
computational cost during the optimization.

The next section briefly reviews developments in model reduction that include
proper orthogonal decomposition (POD) and data-driven models. Section 1.3 then
presents trust algorithms based on reduced models; these depend on whether gra-
dients are available from the truth models or not. Section 1.4 then presents two case
studies that describe the performance of these methods on large-scale process opti-
mization problems. Most importantly, both methods work directly with the RM, and
they also guarantee convergence to the optimum of the truth model. Finally, conclu-
sions and future work are discussed in Section 1.5.

1.2 Model reduction for simulation

Model reduction is a broad topicwith contributions frommanydifferent research com-
munities. There has always been a balance betweenmodel fidelity and computational
tractability since the earliest use of computers in chemical engineering. For instance,
for vapor-liquid equilibrium, which is the basic building block of all process models,
reduced physical property models are often constructed through simplifying thermo-
dynamic assumptions. In early studies [8, 17, 50] these reduced models proved very
effective to accelerate calculations without sacrificing much accuracy. While comput-
ing hardware has improved substantially since that time, these early works show how
model reduction can be used to solve problems that otherwise may be intractable.

Beyond the use of simplifying fundamental assumptions with “shortcut” models,
generalmodel reduction strategies canbepartitioned into two categories:model order
reduction and data-driven model reduction.

We classify model order reduction methods as projection-based techniques ap-
plied to an accessible state-space description of the truth model, with an explicit
projection applied to reduce the state-space dimension [11]. For fully accessible (i. e.,
equation-based) state-space truth models, system-theoretic model order reduction
exploits the specific dynamic system structure and includes balanced truncation
and rational interpolation based on Gramians and transfer functions. These usually
apply to linear systems, although they have been extended to bilinear systems and
quadratic-in-state systems. Moreover, they are widely applied in circuit theory, sig-
nal processing, structural mechanics, and linear, optimal control. A comprehensive
review of system-theoretic methods can be found in [9].
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When the truth model is a large-scale system of DAEs, system-theoretic methods
can take advantage of that structure. Inmodel-based reduction for chemical engineer-
ing, the truth model is also exploited to guide the projection steps [56], but system-
theoretic model order reduction is seldom applied to these models. This is mainly
because of the high model nonlinearity and limited accessibility of the chemical pro-
cessmodel equations, often embeddedwithin “gray-box” procedures. To handle these
truth models, snapshot-based projection methods, such as reduced basis or POD, are
applied, with sampled snapshot solutions over the parameter domain and space (or
time) domains. Among these, POD is the most generally applicable as it relies only on
snapshots of the underlying simulation code. POD has been demonstrated effectively
in many areas including fluid dynamics, structural dynamics, thermal modeling, and
atmospheric modeling. As a result, it is frequently applied for model-based reduction
of large, nonlinear truth models in chemical engineering.

1.2.1 Proper orthogonal decomposition

POD, also known as Karhunen–Loève decomposition, can reduce large spatially dis-
tributed models to much smaller models. POD models are formulated by projecting
the PDAE system onto a set of basis functions, which are themselves generated from
the numerical solution of the original equations. Applications are numerous, with ex-
amples including [12, 22, 24, 28, 42, 44, 47, 53, 57, 60, 62, 71, 73, 21]. In addition, many
studies report the use of POD for optimization. However, the basis functions used in
POD are typically determined from a finite set of simulations of the full-scale PDAE
system. This greatly reduces the system size, but the accuracy of the POD approxi-
mation is inherently local in nature. Therefore optimization may have a tendency to
extrapolate far from data or otherwise exploit approximation errors to find artificially
improved solutions.

Nevertheless, several studies report successful use of model order reduction in
optimization and control. Examples in chemical processes include optimization of
diffusion–reactionprocesses [5], transport-reactionprocesses [10], chemical vapor de-
position [66], and thermal processing of foods [6].

As detailed in [67], POD models are constructed from Galerkin projections of the
PDAE model onto a set of basis functions. These basis functions are often generated
empirically from numerical solutions of the truth model, through themethod of snap-
shots. The aim is to find a low-dimensional basis that can capture most information
of the spatial distribution. To do so, one first gathers snapshot sets which consist of
spatial solutions of the original PDAE system at several time instants as determined
by numerical simulation. Let the snapshot matrix be given as

Z = {z(ξ , t1), . . . , z(ξ , tNt
)}, (1.1)
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where each snapshot z(ξ , tj) is a column vector representing the (discretized) spatial
profile at time ti. There are Nt snapshots and Nξ spatial discretization nodes.

After gathering a set of snapshots, the singular value decomposition of the snap-
shot matrix Z is given as

Z = UDVT =∑
i
σiuiv

T
i . (1.2)

The first M vectors {ui}Mi=1, where M ≤ Nξ , of the orthogonal matrix U represent the
desired set of POD basis functions (or basis vectors in the case of discretized spatial
dimensions). From this point we refer to these basis functions asϕi(ξ ), since each one
describes the behavior in the spatial dimensions.

To determine the number of basis vectorsM, the projection error can be approxi-
mated as

εPOD(M) =
Nξ

∑
i=M+1

σ2i . (1.3)

Then, the interrelation between accuracy and dimension of the POD-based reduced-
order models can be balanced by a predetermined threshold. The error bound λ is de-
fined as

λ(M) = 1 −
∑Mi=1 σ

2
i

∑
Nξ
i=1 σ

2
i

. (1.4)

M is then chosen such that λ(M) ≤ λ∗ for a desired threshold λ∗ [64]. Typically,M can
be chosen rather small compared to Nξ while still keeping λ close to zero (typically
< 10−3).

After computing the PODbasis set, a reduced-ordermodel is derived by projecting
the PDAEs of the system onto the corresponding POD subspace. This means that we
seek an approximation of the form

z(ξ , t) ≈ zPOD(ξ , t) =
M
∑
i=1

ai(t)ϕi(ξ ). (1.5)

To demonstrate how the Galerkin approach is applied to determine the coefficients
ai(t), consider a PDE in the following form:

𝜕z
𝜕t
= f(z, 𝜕z
𝜕ξ
). (1.6)

Using the POD basis functions as the weighted basis functions for the Galerkin projec-
tion, we obtain the system

dai
dt
= ∫ f(

M
∑
j=1

aj(t)ϕj(ξ ),
M
∑
j=1

aj(t)
dϕj

dξ
)ϕi(ξ ) dξ , i = 1 . . .M, (1.7)
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leading to a set ofM ordinary differential equations (ODEs). If the spatially discretized
system were directly solved with the method of lines, it would consist of Nξ ODEs.
Since M is normally much less than Nξ , POD can create a much smaller model that
still maintains reasonable accuracy.

1.2.2 Data-driven reduction

Data-driven reductionmethods have been successfully applied to truthmodels where
projections and basis functions cannot be generated from the model equations, and
only input/output responses are available from a black-box code. This black box may
be sampled, and regression/interpolation approaches can be used to fit the sampled
data. The resulting surrogatemodel replaces the truthmodel for simulation, optimiza-
tion, or other analysis. There is considerable flexibility in the functional form and
fitting methods used for surrogate construction, and this flexibility can be used to
customize an approach suitable for a particular problem. Simpson et al. [63] provide
a review of the field, which outlines several important steps and existing surrogate
modeling frameworks. Themain steps of surrogatemodel construction include experi-
mental design,model selection, andmodel fitting. Several establishedmethodologies
suggest combinations of choices for each of these three steps. For example, response
surface methodology, typically used in optimization settings, uses central compos-
ite designs in combination with quadratic models constructed with least-squares re-
gression. The central composite design helps determine curvature information for the
quadratic models. A more complete description can be found in Myers and Mont-
gomery [59]. In someways, response surfacemethodology is a predecessor to the trust
region-based methods that will be discussed in Section 1.3. Other surrogate model-
ing approaches include Gaussian process regression (including kriging) and artificial
neural networks. These methods often perform better with space-filling or sequential
experimental designs [45, 36].

Recent work also examines the role of model complexity in surrogate modeling.
When simpler functional forms are preferred, best-subset techniques combined with
integer programming can be used to fit models [29, 72]. Moreover, recent develop-
ments in machine learning have led to a wealth of new methods for model reduction
[58, 65].

An example that demonstrates many concepts from data-driven model reduction
may be found in [48]. That work proposes a model reduction method for distributed
parameter systems based on principal component analysis and neural networks. The
reduced model is designed to represent the spatially distributed states z of the sys-
tem as functions of the inputs w, including boundary conditions, equipment param-
eters, operating conditions, and input stream information. Similar to POD, this PCA
approach seeks to represent the states in terms of a set of empirically determined ba-
sis functions. First a set of snapshots is determined by running the truth model at
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various input conditionsW = {w1 . . . unn }, giving the snapshot set

Z = {z(ξ ,w1), . . . , z(ξ ,wN )}, (1.8)

where each snapshot z(ξ ,wi) is a column vector representing the spatial profile at in-
put point wi. There are nn snapshots and Nξ spatial discretization nodes. The basis
functions are obtained in the same manner as discussed with equations (1.2), (1.3),
and (1.4). After obtaining the reduced basis set ϕi(ξ ) (the principal components), the
reduced model is expressed as

z(ξ ,w) ≈ zPCA(ξ ,w) =
M
∑
i=1

ai(w)ϕi(ξ ). (1.9)

Whereas POD determines the coefficients ai through Galerkin projection of the truth
model equations onto the basis set, the PCA-RM approach of [48] uses neural net-
works. In other words, each function ai(w) is the result of training a neural network to
capture the nonlinear relation between the input variables and the states represented
with the principal components. This PCA-RM approachwas applied to a CFDmodel of
an entrained flow gasifier, embedded within an open-equation advanced power plant
model [49]. The truth model was implemented in Fluent and takes around 20 CPU
hours to solve. With both high computational cost and the use of commercial tools
thatmay be difficult to use for custom analysis and simulations, this problemhas both
motivating features for the use of reducedmodels. Therewere three input variables for
the truth model, including the water concentration in the slurry, oxygen to coal feed
ratio, and the ratio of coal injected at the first feed stage. As described in [49], the
resulting PCA-based RM had very good accuracy, as validated by leave-one-out cross-
validation.

1.3 Process optimization using reduced models

Manyprocess engineering applications on reducedmodeling involve optimization for-
mulations. One of the challenges in this field is the size of the problems created if the
system is fully discretized before optimization. In addition, optimization routines are
not easily customized to handle a particular problem as simulation. Here, a reduction
in problem size can greatly speed solutions to enable real time application.

However, despite significant effort in building reduced models, it is known that
using an RM in optimization can lead to inaccurate answers. Small errors introduced
by the RM approximation can propagate through to large errors in the optimum so-
lution. This is worsened by the optimization’s tendency to exploit error to artificially
improve the objective function, and hence optimization may terminate in regions of
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poor RM accuracy. The RM can be refined sequentially during optimization, using in-
formation from the truth model to improve inaccuracies. However, these iterative im-
provements offer no convergence guarantees to the optimum of the high-fidelity opti-
mization problem, even if it does converge at a point where the RMmatches the truth
model.

The nonconvergence behavior can be observed through a toy problem in [15, 16],
shown as follows:

min f (x) = (x(1))2 + (x(2))2 (1.10)

s. t. t(x) = x(2) − (x(1))3 − (x(1))2 − 1 = 0,

wherewe denote the cubic function t(x) as the truthmodel. As shown in Figure 1.1, the
problem (1.10) has a global minimum, (x∗) = (0, 1), f (x∗) = 1, and a local maximum,
(x∗) = (−1, 1), f (x∗) = 2. Now consider the corresponding RM-based problem given by

min ̂f (x) = (x(1))2 + (x(2))2 (1.11)
s. t. r(x) = x(2) − x(1) − b = 0,

where we denote the linear function r(x) as the RM with an adjustable constant b. It
is straightforward to show that the solution to (1.11) is given by x∗ = (−b/2, b/2), and
f (x∗) = b2/2. Moreover, as shown by the steps in Figure 1.1(a), the RM-based algorithm
proceeds at iteration k by choosing bk so that r(xk) = t(xk) = 0. Then (1.11) is solved to
obtain the next iterate xk+1. However, this approach does not guarantee convergence
to the optimum for the truth model. For instance, if we start from (0, 1), the global
minimum solution of (1.10), Figure 1.1(a) shows that the iterates xk actuallymove away
from this solution and eventually converge to a nonoptimal point where t(x̄) = r(x̄),
b = 2, and x̄ = (−1, 1). For this example, it can be seen that this point is actually a
local maximum of (1.10). This behavior arises because optimality conditions rely on
derivative information, not simple matching in function values.

The most common approach to “safe” optimization with reducedmodels is to use
a trust region method. Instead of approximating a black-box function over the entire
domain of decision variables, a reduced model is constructed to locally approximate
over this trust region. Assuming sufficient data are available, smaller domains can
lead to lower absolute error in the reduced model and the choice of functional form
becomes less critical with the restricted approximation. Trust region methods exploit
this feature by adapting the trust region radius during the optimization process.

Most trust region algorithms adopt the following outline. As a general example
assume that the goal is to solve the following optimization problem:

min
x

f (x)
s. t. g(x) ≤ 0.

(1.12)
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Figure 1.1: Characteristics of toy example. (a) Convergence failure. (b) Convergence with trust region
method.

The initial point is denoted as x0. At each iteration, a trust region method will first
construct an approximation of (1.12) that is valid on the trust region at iteration k. In
other words, identify ̂f and ĝ such that

̂f (x) ≈ f (x) and ĝ(x) ≈ g(x) for x ∈ B(xk ,Δk),

where B(xk ,Δk) = {x : ‖x − xk‖ ≤ Δk} is the trust region at iteration k. In classical trust
region methods for nonlinear optimization, a quadratic approximation of the objec-
tive function is constructed, while the constraint functions are linearized. However,
alternative forms may be used and the characteristics of the optimization algorithm
change depending on the type of approximation (type of RM) and the nature of accu-
racy required for the approximation.

The second step is to solve the trust region subproblem. This means that the re-
duced models are used to optimize the function within the trust region, where suffi-
cient accuracy is assumed. For our example problem (1.12), the trust region subprob-
lem is

min
x
̂f (x)

s. t. ĝ(x) ≤ 0,
‖x − xk‖ ≤ Δk .

(1.13)

The trust region constraint helps prevent the algorithm from extrapolating into re-
gions where the RM is not accurate, and provides a globalization mechanism to make
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sure the algorithm converges. On the other hand, algorithms vary on how the trust re-
gion subproblem is solved, and even the type of subproblem considered (constrained
vs. unconstrained, convex or nonconvex).

The final step is to evaluate the solution proposed by the trust region subproblem,
denoted as x̄. Using recourse to the truthmodel, the solution can be evaluated in terms
of accuracy. Depending on the improvement at x̄, the algorithm determines that either
xk+1 = x̄, inwhich casewe say that the stepwas accepted, or xk+1 = xk, inwhich casewe
say that the step was rejected. The algorithm also determines the trust region radius
for the following iteration Δk+1. There is significant freedom in algorithm design to
handle this last step, with various ways to decide on when to accept or reject the step
and how to update the trust region radius.

Alexandrov et al. [3] applied the trust region concept to general reduced models
in engineering. They considered the task of unconstrained minimization using arbi-
trary approximation functions in place of the actual function. Reduced models are
constructed so that the function andgradient values of the reducedmodelmatch those
of the truth model at the center of the trust region. The trust region subproblem was
the minimization of the reduced model subject to the trust region constraint. Stan-
dard methods for unconstrained trust region methods were used to evaluate the step,
including the ratio test [26]. Convergence was proved to the optimum with the truth
model. These conceptswere extended to classes of constrained optimizationproblems
in the DAKOTA package [43]. Moreover, early work in [4, 39] demonstrated the use of
POD reducedmodels with a trust regionmethod. This algorithmwas shown to be con-
vergent under the assumption that the gradients of the POD model are sufficiently
accurate, although this condition may be difficult to verify in practice.

To illustrate the RM-based trust region approach, we revisit problem (1.10) but
consider the NLP associated with the following RM:

min ̂f (x) = (x(1))2 + (x(2))2 (1.14)

s. t. r(x) = x(2) − ax(1) − b,

where the RM has adjustable constants a and b. The corresponding trust region prob-
lem is given by

min
s
(x(1)k + s)

2 + (ak(x
(1)
k + s) + bk)

2 (1.15)

s. t. ‖s‖∞ ≤ Δk , (1.16)

and the progress of the trust region algorithm is sketched in Figure 1.1(b). Using Δ0 =
0.8, the trust region algorithm converges to a tight tolerance after 20 iterations [16].

For the case where gradients are not available from the truth model, Conn et al.
[27] discuss sufficient accuracy conditions on the reducedmodel to guarantee conver-
gence. This condition, called the κ-fully linear property, can be verified for data-driven
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reducedmodels (e. g., polynomial interpolation). The κ-fully linear property (see (1.20)
below) dictates how the differences between reduced and truth models must scale di-
rectly with the trust region radius. In this way, shrinking the trust region allows first-
order optimality to be guaranteed in the limit. These derivative-free trust region ideas
were extended by March and Wilcox [55] to consider the use of multifidelity models.
In that study, the reduced model was a coarse discretization of the PDE system. Wild,
Regis, andShoemaker alsouse the framework of κ-fully linearmodels to develop anal-
gorithmwith radial basis functions asRMs [70].March andWilcox [55] use constrained
trust region subproblems with reduced models, with globalization managed with the
use of a merit function. More recent extensions of these optimization strategies and
applications for PDAE systems are reviewed in [61].

While the RM-based trust region methods guarantee convergence to the truth
model-based optimization problem, the RM itself needs to be updated frequently, po-
tentially for each trust region subproblem. To address this limitation, recent work on
construction of RMs with embedded parameters (e. g., decision variables) appear to
be particularly promising [11]. In particular, the idexempirical interpolation method
(EIM) and the discrete EIM (DEIM) develop RMs that contain an interpolant for pa-
rameter values [7, 25]. This allows fast updates of the RM as part of the optimization
process, with much less evaluation of the truth models.

Finally, for the optimization of multiscale chemical processes, Caballero and
Grossmann [23] use kriging models to represent unit operations for process opti-
mization and trust regions were used to shrink the domain of the kriging models,
though convergence to local optima was not proved. Agarwal et al. [1] consider the
optimization of periodic adsorption processes with POD-based reduced models. For
this system they analyze and present convergence results in [2] for constrained sub-
problems when derivatives of the truth models are known. For the related simulated
moving bed (SMB) process with linear isotherms, Li et al. [52] develop and apply
system-theoretic model order reduction methods to accelerate the computation of the
cyclic steady states and optimize the SMB system. In a related study, these authors
develop and demonstrate an efficient trust regionmethodwith surrogate (POD aswell
as coarse discretization)models to optimize the SMBprocess [51]. Biegler et al. [16] use
a penalty function to solve inequality-constrained problems when the derivatives are
unavailable and suggest stopping criteria based on the reduced model errors. More-
over, Bremer et al. [20] apply a POD-DEIM method to a dynamic, two-dimensional
reactor model for CO2 methanation. In their dynamic studies they demonstrate that
the resulting RM is accurate and accelerates the solution of the truth model by over
an order of magnitude.

More recently, reducedmodels have also been used in global optimization/global
search using “gray-box” models [13, 18, 19]. In this broader class of problems, sim-
plified models stand in for challenging or computationally expensive modeling ele-
ments. However, dimensionality of these cases is restricted and asymptotic behavior
is ignored because of tight budgets on function calls.
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In the next section, we summarize our work on a trust region method that pro-
vides rigorous convergence guarantees to the truthmodel-based optimum. By extend-
ing concepts from classical optimization theory to RM-based optimization, an algo-
rithm is developed to automatically manage RMs and prevent inaccurate solutions.
Building off the κ-fully linear theory for RMs from [27] and classical optimization the-
ory, the proposed algorithm is extensible to a wide range of RM-based optimization
problems for chemical processes.

1.3.1 A trust region filter approach for RM-based optimization

In order to address process optimization problems with heterogeneous models illus-
trated in Figure 1.4, we consider a slight extension of Problem (1.12). Let t(w) represent
a high-fidelity truth model, which will be approximated with reduced-order models
rk(w). We also refer to the truth model y = t(w) as a black-boxmodel, which is embed-
ded within a larger optimization problem as follows:

min
w,y,z

f (w, y, z)

s. t. h(w, y, z) = 0,
g(w, y, z) ≤ 0,
y = t(w).

(1.17)

Herew ∈ ℝm and z ∈ ℝn, and the functions f , h, g are assumed to be twice differen-
tiable on the domainℝm+n+p and form the equation-oriented process model. We refer
to these functions as the glass-box model, where accurate derivatives are assumed
to be cheaply available, e. g., through the use of automatic differentiation. The high-
fidelity truth model is shown as a map t(w) : ℝm → ℝp taking input variables w;
y ∈ ℝp represents a lifted variable that represents the output of this black-box model.
This lifting isolates the truthmodel from the glass-boxmodel equations and allows its
replacement with a (glass-box) reduced model. The remaining decision variables are
represented by z.

In chemical processes, the black-box y = t(w) often represents a complex PDE-
based unit operation, while the remaining glass-box constraints h and g represent the
rest of the process. This allows a model to be multiscale in that a detailed model of
transport and reactions can be coupled with process-level equation-oriented models.
For simplicity, we introduce an aggregated variable vector xT = [wT , yT , zT ].

To allow for convergence of the trust region algorithm, we also assume that t(w) is
twice continuously differentiable. In comparison to the generic formulation in (1.12),
this form is chosen so that the only approximation task is the replacement of t(w)
with a reducedmodel. The remaining functions, including objective function and con-
straints, remain unaltered in the trust region subproblem (1.18). With t(w) replaced by
a glass-box reduced model rk(w) and a trust region constraint added to confine x to a
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domain where the reduced model is presumed to be accurate, the trust region radius
Δk and trust region center xk are then updated by the algorithm to guarantee conver-
gence:

min
x

f (x)
s. t. h(x) = 0,

g(x) ≤ 0,
y = rk(w),
‖x − xk‖ ≤ Δk .

(1.18)

The trust region filter (TRF) method for solving optimization problems with em-
bedded RMs is presented in [37]. This algorithm combines filter methods for con-
strained NLP with model-based trust region methods developed in [27]. The TRF
framework controls errors in the reduced model while balancing improvement in
feasibility and optimality. The algorithm is based on the sequential quadratic pro-
gramming filter method in Fletcher et al. [40] and its extension to inexact Jacobians
by Walther and Biegler [68]. Borrowing concepts from multiobjective optimization,
the filter examines trade-offs in constraint violation and objective function improve-
ment.

We now briefly outline the algorithm, discuss convergence, and demonstrate the
ability to solve practical problems. At each iteration, the TRF method constructs or
obtains an RM with some specification on desired accuracy. Then, the RM is checked
for compatibility with the rest of the model. Even though problem (1.17) may be fea-
sible, the trust region subproblem (1.18) may be infeasible due to inaccuracies of the
RM rk(w). For the convergence proof, compatibility is enforced by a slightly stricter
condition, and requires that a feasible point lie within the ball B(xk ,Δk min[1, κμΔ

μ
k]),

where κμ and μ are tuning parameters. After verifying compatibility, a criticality check
is performed to determine whether the algorithm may be near convergence.

Once the trust region subproblem (1.18) is solved, the solution, xk, is used to check
the accuracy of the RM. The truth model is evaluated at the proposed solution, t(wk),
and this value and the objective value f (xk) determine whether to accept or reject the
proposed step using the filter method [41]. For the purposes of RM-based optimization
of form (1.17), constraint violations are equivalent to the inaccuracy of the RM.

Depending on the accuracy condition on the reduced model, the algorithm can
take several forms. Agarwal and Biegler [2] consider the case where the function and
gradient values of the reduced model must agree with the truth model, i. e., t(wk) =
rk(wk) and ∇t(wk) = ∇rk(wk). This requires accurate gradient information from the
truth model. In fact, to construct these models for any RM, ̃r(w), one can define [3]

rk(w) = ̃r(w) + (t(wk) − ̃r(wk)) + (∇t(wk) − ∇ ̃r(wk))
T (w − wk), (1.19)

i. e., through zero-order and first-order corrections, as shown in (1.27) and (1.28), re-
spectively.
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On the other hand, when the truth model gradients are unavailable, one can use
the κ-fully linear property instead, as developed in [37] and defined as follows.

A model rk(w) is said to be κ-fully linear on B(wk ,Δk) for constants κf and κg if, for
all w ∈ B(wk ,Δk),

󵄩󵄩󵄩󵄩rk(w) − t(w)
󵄩󵄩󵄩󵄩 ≤ κfΔ

2
k and 󵄩󵄩󵄩󵄩∇rk(w) − ∇t(w)

󵄩󵄩󵄩󵄩 ≤ κgΔk . (1.20)

The constants κf > 0 and κg > 0 can be derived from the particular form of
rk(w) and the data used to construct rk(w) if applicable.We assume they are uniformly
bounded, but exact values of these constants are not needed in the algorithm.

This property requires that the accuracy of the RM needs to behave in a similar
manner to a first-order Taylor expansion. This accuracy condition is easily verified
when using interpolation models, such as polynomials [27] or radial basis functions
[69]. Of course, if rk(w) is given by (1.19), the κ-fully linear property applies directly.

1.3.2 Summary of the trust region filter algorithm

A detailed description of the TRF algorithm along with the convergence analysis and
properties can be found in [37]. A summary of the key steps is listed below.
1. Initialization: Choose the initial point x0 and trust region size Δ0, as well as con-

stants that guide the expansion and contraction of the trust region and the initial
filter. Evaluate t(w0) and then calculate θ(x0) = ‖y0 − t(w0)‖ and set k = 0.

2. RM construction: If ∇t(wk) is available, calculate an RM rk(w) using (1.19). Else,
generate rk(w) that is κ-fully linear on Δk .

3. Compatibility check: Solve a compatibility problem to determine if the trust region
problem (1.18) is feasible. If so, go to Step 4. Otherwise, add (θk , fk) to the filter and
go to Step 7.

4. Criticality check: At xk compute a criticalitymeasure for problem (1.18)without the
trust region constraint, and check whether the Karush–Kuhn–Tucker (KKT) con-
ditions hold within tolerance. If this condition holds and the RMwas constructed
from (1.19), then STOP. Because∇t(wk) = ∇r(wk) then, the KKT conditions of prob-
lem (1.17) hold as well. If ∇t(wk) is unavailable and the criticality check holds,
reassign Δk := ωΔk and go to Step 2. Else, continue to Step 5.

5. Trust region step: Solve the subproblem (1.18) to compute a step sk .
6. Filter: Evaluate θ(xk + sk) and determine whether it is sufficiently decreased from

θ(xk). Follow the filter steps described in [37] to manage the trust region size, up-
date the filter and accept xk+1 = xk+sk, or reject the step and set xk+1 = xk . Return to
Step 2. (A detailed description of all of the steps in the filter procedure is presented
in [37].)

7. Restoration phase: As described in detail in [37], compute xk+1, Δk+1, and rk+1 that
is compatible to (1.18) and is acceptable to the filter. Set k = k + 1 and return to
Step 2.
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The global convergence analysis of the above algorithm requires standard assump-
tions: κ-fully linear RMs, smoothness of the underlying functions, and regularity of
limit points for problems (1.18) and (1.17). The convergence proof is based on the TRF
analysis of Fletcher et al. [40].With slightmodifications [37] it extends to (1.18) to show
existence of a subsequence xkj for which xkj → x∗, where x∗ is a first-order KKT point
of (1.17). This global analysis also shows that feasibility and criticality measures limit
to zero at x∗. Full details of the convergence proof can be found in [37].

1.4 RM-based process optimization case studies

This sectionpresents two challenging case studieswith complex truthmodels, thefirst
with available truth model gradients, and the second without. These cases demon-
strate the effectiveness of the TRF algorithm for RM-based process optimization. The
first case study considers the optimization of a pressure swing adsorption process
for carbon capture using POD reduced-order models, where we assume gradients
are available from the truth model. The second case study considers optimization of
an oxycombustion power plant, in which the boiler is modeled with a one-/three-
dimensional hybrid zonal approach, leading to a PDE-based truth model, which is
reduced using data-driven methods. Here the truth model does not provide gradient
information. Additional studies that demonstrate trust region methods for RM-based
optimization can be found in [16, 49, 38].

1.4.1 Pressure swing adsorption

Pressure swing adsorption (PSA) technology is widely applied for separation and pu-
rification of gas mixtures. By feeding gas through a bed of solid adsorbent, a stream
enriched in the less strongly adsorbed components is produced. This normally oc-
curs at high pressure to favor more adsorption. When pressure is reduced, equilib-
rium is shifted and the adsorbed components will desorb, thus regenerating the solid
adsorbent for reuse. The desorbed gas is enriched in themore strongly adsorbed com-
ponents of the feed gas. By cycling through adsorption and desorption, the feed gas
stream is separated into two purified streams.

This cyclic process of adsorption and desorption driven by changing pressure
lends the technology its name. PSA normally occurs in one or more packed beds.
Because feed gas is only fed during the pressurization step and the outlet gas com-
position changes for each step, it is common to have multiple beds in parallel to
maintain continuous operation. Because PSA is often used in continuous processes,
the beds are operated in cyclic steady state. Formodeling purposes, cyclic steady-state
operation requires imposition of a periodic boundary condition which enforces the
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same state at the end of the cycle as the beginning. The conditions within each bed
can be described by nonlinear PDAEs for complex fluid flow and nonlinear adsorp-
tion isotherms. The solution of these PDAEs is governed by steep adsorption fronts,
which require a large number of discretization points. In addition to the large set of
discretized equations from the PDAE, the optimization model for PSA includes cyclic
steady-state conditions and stringent purity constraints. The scale of this optimization
problem, whether considering design or operation, presents a significant challenge to
state-of-the-art nonlinear programming algorithms. This motivates the use of model
reduction to reduce the size of this system.

A two-bed four-step isothermal PSA process is shown in Figure 1.2. The feed mix-
ture is 85% N2 and 15% CO2. The four steps of operation are pressurization, adsorp-
tion, depressurization (counter-current), and light reflux (or desorption). The twobeds
are operated as follows. First, bed 1 is pressurized with feed gas while bed 2 is de-
pressurized, producing a stream rich in the strongly adsorbed component. Next, high-
pressure feed gas is continually added to bed 1, and the heavy component continues to
adsorb, producing a product rich in the weakly adsorbed component (light product).
A fraction of the light product gas is fed to bed 2 at low pressure to purge and further
desorb the accumulated heavy adsorbate. This is called the light reflux step. Next, the
two beds interchange roles, with bed 1 first depressurizing and then receiving light
reflux. Thus, with four steps, the system returns to the original state.

Figure 1.2: A two-bed four-step PSA cycle.
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The mathematical model for the PSA process is presented in Table 1.1. The model as-
sumes all gases to be ideal and radial variations in concentration are neglected in
both gas and solid phases. In addition, the process is assumed to be isothermal with
negligible pressure drop along the bed.Adsorption ismodeledwith the dual-site Lang-
muir isotherm and the linear driving force (LDF) expression. Zeolite 13X is chosen as
the adsorbent. Model parameters can be found in [46]. The four steps of the process
are enforced using boundary conditions on the feed flow rate and composition. This
serves as the truth model for which exact gradients are available for construction of
the reduced model.

Table 1.1:Model equations for isothermal PSA.

Component mass balance

ϵb
𝜕yi
𝜕t
+
𝜕(vyi)
𝜕ξ
+
RT
P
(1 − ϵb)ρs

𝜕qi
𝜕t
= 0 i = CO2 (1.21)

Overall mass balance
𝜕v
𝜕ξ
+
RT
P
(1 − ϵb)ρs∑

i

𝜕qi
𝜕t
= 0 (1.22)

LDF equation
𝜕qi
𝜕t
= ki(q

∗
i − qi) i = 1, 2 (1.23)

Dual-site Langmuir isotherm

q∗i =
qs1ib1iyiP

1 +∑
j
b1jyjP
+

qs2ib2iyiP
1 +∑

j
b2jyjP

i = CO2,N2 (1.24)

Cyclic steady state

z(t0) = z(tcycle) z : yi, qi i = CO2,N2 (1.25)

ki lumped mass transfer coefficient for i-th component (sec−1)
P total bed pressure (kPa)
qi solid-phase concentration of i-th component (gmol kg−1)
q∗i equilibrium solid-phase concentration of i-th component (gmol kg−1)
R universal gas constant (J gmol−1 K−1)
T gas-phase temperature in the bed (K)
v gas superficial velocity (m sec−1)
yi mole fraction of i-th component

Greek letters
ϵb bulk void fraction
ρs adsorbent density (kgm−3)
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The model will be used in an optimization study to maximize CO2 recovery subject to
purity constraints. The key decision variables include the high pressure Ph at which
the adsorption step takes place, the low pressure Pl for the depressurization and des-
orption steps, the duration tp for pressurization and depressurization, the duration
ta for adsorption and desorption, and the feed velocity during adsorption ua. These
variables are aggregated into the vector w = [Ph,Pl, tp, ta, ua], which represents the
inputs to the PSA model. Given particular values for w, the truth model can be simu-
lated to cyclic steady state. Starting values for these variables are shown in Table 1.2.
However, to make the optimization problem more tractable, the PSA truth model is
replaced with reduced-order models.

Table 1.2: Initial guess for optimization problem (1.26).

Decision variable Guessed value

Adsorption pressure (Ph) 150 kPa
Desorption pressure (Pl) 50 kPa
Pressurization step time (tp) 50 sec
Adsorption step time (ta) 150 sec
Adsorption feed flow (ua) 20 cm/sec

Table 1.3: Comparison of truth model and RM based on the performance variables.

Performance variables Truth model RM

N2 purity 92.57% 92.51%
N2 recovery 80.21% 80.71%
CO2 purity 37.76% 38.29%
CO2 recovery 66.27% 67.44%

TheRM for PSA is formedusing POD. In fact, the reducedmodel is rebuilt several times
during optimization as the decision variables change. We represent the sequence of
decision variables as {wk}, k = 1, 2, . . . . Each time a PODmodel is built, the truthmodel
is first simulated at the particular pointwk to gather a set of snapshots. To simulate the
truth model, the spatial dimensions were discretized with 50 finite volumes and the
resulting systemof 1400DAEswas simulated usingMATLAB’s ode15s. Then, the size of
the POD basis is determined using a cutoff parameter λ∗ = 0.05. The Galerkin projec-
tion is applied to obtain theRM,with equations shown in [2]. TheRMhas only 70DAEs,
which is a reduction of a factor of over 20 from the truth model. The RM equations are
then discretized in time using Radau collocation on finite elements and the resulting
equations are solved using IPOPT in AMPL. Table 1.3 compares the performance of the
truth model and the RM for typical inputs. Further information on the model reduc-
tion, implementation of the TRF method, and its performance can be found in [2].
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The RMs are used to maximize CO2 recovery subject to a constraint on CO2 purity.
These variables are determined by a time average of the product stream composi-
tions over the full-cycle time horizon. The optimization formulation is summarized as
follows:

max CO2 recovery (time averaged)
s. t. CO2 purity ≥ 0.5 (time averaged),

101.32 kPa ≤ Ph ≤ 300 kPa,
40 kPa ≤ Pl ≤ 101.32 kPa,
35 sec ≤ tp ≤ 150 sec,
50 sec ≤ ta ≤ 400 sec,
10 cm/sec ≤ ua ≤ 30 cm/sec,
PDAEs for PSA.

(1.26)

The bound on CO2 purity is set at 50%, which is determined bywhat is realistically at-
tainable with a two-bed four-step cycle. Also, note that the pressure Pl is allowed to lie
in the vacuum range, which aids desorption. To improve computational performance,
the PDAE system in (1.26) is replaced with a sequence of RMs. The RMs are used in a
trust regionmethod tofind theoptimumofproblem (1.26) considering the truthmodel.

The predicted CO2 purity and recovery from the RM will often be different than
those from the truth model. To ensure consistency and ultimately drive convergence
to the truth model optimum, correction terms are added to the RM, as proposed by
[3, 43]. The trust region method for the PSA problem used both zero- and first-order
additive corrections (ZOC and FOC). The zero-order correction forms rk(w) that agrees
with the truth model at the trust region center wk:

rzock (w) := rPOD(w) + t(wk) − rPOD(wk), (1.27)

so that the zero-order corrected outputs used for optimization are the same as pre-
dicted by the RM with an additive correction factor.

The first-order additive correction from (1.19) is given by:

rfock (w) := rPOD(w) + (t(wk) − rPOD(wk)) + (∇t(wk) − ∇rPOD(wk))
T(w − wk), (1.28)

so that the corrected outputs rfock used for optimization agree with the truth model in
function values and gradients at the design point wk . In addition to the simple Taylor
expansion, the underlyingPODRMprovides a physics-based functional form tomodel
how the outputs change further away from the design point wk .

The zero- and first-order corrected RMs are used in a two-stage algorithm. The
analysis in [2] shows that the trust region filter approach with first-order consistent
RMs will converge to the optimum of (1.26). The POD models plus first-order correc-
tion satisfy this first-order consistency condition, but are relatively expensive to build
because of the need to estimate gradient information. Therefore, the approach used
to solve this problem will first attempt optimization using the zero-order correction
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models. The zero-order correction comes at no additional cost since the point wk is
already evaluated with the truth model to gather snapshots to build PODmodels. The
TRF approach is applied with zero-order correction models until no more progress is
made towards the optimum. Then, the algorithm is reinitialized and first-order cor-
rectedmodels are used to guarantee convergence to a stationary point. The sensitivity
information for first-order corrections is obtained using finite difference perturbations
of the inputs w and simulating the truth model.

The two-phase TRFalgorithmsuccessfully solves problem (1.26)with 51 iterations,
of which the first 35 use the zero-order correction. At each iteration, the discretized
RM-based optimization problem is a nonlinear program with 52,247 variables. The
CO2 purity and recovery are plotted over the course of the iterations, as shown in Fig-
ure 1.3. As seen in (24) CO2 purity is constrained to be above 50%, and this constraint
is clearly active atmost steps of the algorithm.However,maximization of CO2 recovery
is more difficult for the algorithm. Progress is slow, but after the zero-order correction
approach terminates the solution is still suboptimal. In the decision variable space,
this final increase in recovery in the first-order correction phase is largely achieved by
moving the pressurization step time from near its upper bound to being active at its
lower bound. This indicates that the POD-based RMs were not accurately capturing
derivative information, which led to suboptimal results. The final termination point
was further validated to confirm that it is a local maximum.

Figure 1.3: CO2 purity and recovery for all the iterations of the filter-based algorithm.

The full results of this case study may be found in [2]. That work also compares the
filter-based approach to a more conventional exact penalty approach. The benefit of
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the filtermechanism is clearly shownby its flexibility to accept larger steps. In contrast
to the TRF approach, the exact penaltymethod takes 92 iterations, each using the first-
order correction. The filter’s flexibility to accept steps that may reduce feasibility give
it an advantage of faster convergence.

The PSA case study demonstrates the limitations of RM-based optimization while
also demonstrating a solution in the form of first-order corrected reduced models.
However, the expense of obtaining derivative estimates to build the first-order correc-
tion counteracts the benefits gained from the model reduction. As a result, the two-
stage approach applies first-order corrections as necessary to ensure convergence of
RM-based optimization.

1.4.2 Advanced power plant optimization
The second case study is also an application of CO2 capture. Unlike the previous study,
wenowdealwith anentire flowsheetwithbothglass-boxandblack-boxmodels.While
first and second derivatives are calculated cheaply from glass-box models, gradient
information is not available from the black-box truth models. These need to be ap-
proximated by equation-oriented reduced models.

This case study deals with the optimization of the oxycombustion process, one of
several approaches for carbon capture from power generation processes. In oxycom-
bustion, a mixture of purified oxygen and recycle carbon dioxide is used to combust
fuel in a boiler. This results in a flue gas that is primarily water and CO2. The water is
easily separated and the task of purifying the CO2 is greatly simplified because most
nitrogen was removed before combustion. Compared to conventional air-fired power
plants, the oxycombustion process has several key differences. The introduction
of new separation tasks, namely, air separation and CO2 compression/purification,
lower the overall power output of the plant due to the energy required to run them.
In addition, the recycle loop further couples the temperature and composition of
pre- and postcombustion gas streams. Finally, the oxy-fired boiler behaves differently
than air-fired boilers, and it is necessary to consider the effect of these changes on the
rest of the power plant design. To rigorously manage the interactions between these
subsystems and reduce the cost of carbon capture, a comprehensive optimization
approach is proposed.

In order to optimize the oxycombustion process, the first step is to consider the
level ofmodel fidelity required. For process optimization, steady-statemodels are usu-
ally sufficient. At the process level, heat exchanger, pumps, compressors, and turbines
are modeled as AEs. A framework for building these models as well as application to
the oxycombustion separation systems was presented in [33, 32]. However, modeling
the boiler presents special challenges. A full-scale CFD simulation including reactions
and transport behavior in three dimensions can take several weeks to solve. Instead,
we use a hybrid one-/three-dimensional zonal boiler model as described in [54] as the
truth model. This boiler model uses a series of nine vertical zones to model reactions
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and particle/gas flow, while integrating the radiation PDE in three dimensions with
the discrete ordinate method on 21,888 finite elements. The resulting truth model can
converge in about 1 CPU minute on a desktop computer. The model is custom built
in C++ with specialized methods to help guarantee robustness when converging the
simulation. As discussed in Section 1.2, the requirement for specialized simulation
methods for the truth model suggests the use of data-driven model reduction. The hy-
brid one-/three-dimensional boilermodel is approximatedwith RMs andused to solve
a plant-wide optimization problem with the TRF method.

For the purposes of the optimization problem, the boiler model can be viewed
as a function from ℝm → ℝp, where the input and output variables are chosen to
capture the interactions of the boiler with the rest of the power plant. These inputs
and output variables are given below (corresponding to the w and y variables in the
glass-box/black-box formulation (1.17)):

Boiler inputs:
1. primary air temperature,
2. secondary/over-fired air temperature,
3. average temperature of boiling water inside water wall tubes,
4. average secondary superheater steam temperature,
5. primary air component flow rates (O2, N2, H2, CO, CO2, H2O, SO2, H2S, CH4, Ar),
6. secondary air component flow rates (same components as primary air, but differ-

ent compositions),
7. over-fired air total flow rate (same composition as secondary air).

Boiler outputs:
1. boiler enclosure water wall heat duty,
2. secondary superheater heat duty,
3. flue gas component flow rates (same components as primary air),
4. flue gas temperature.

The primary air is the gas stream into the boiler that carries the pulverized coal parti-
cles, whereas secondary and over-fired air streams are added into the boiler directly to
aid in combustion. The temperature and composition of these streams have a strong
impact on the combustion behavior in the boiler. In general, higher heat transfer
through the boiler enclosure wall improves performance, although the flue gas tem-
peraturemust remain bounded formaterial considerations. The compositions flowing
into the boiler are indirectly coupled with the composition leaving the boiler through
recycle, and the heat transfer behavior is also indirectly coupled with the average
temperature of water in the water wall tubes through the steam cycle. The use of a
rigorous boiler model helps capture these interactions accurately.

Figure 1.4 shows the general configuration of the steam and gas sides of the steam
cycle. On the steam side, high-pressure water enters at the bottom of the boiler and
steam exits the boiler after the secondary superheater. The turbines are divided into



1 Model reduction in chemical process optimization | 23

Figure 1.4: The water/steam and gas sides of the steam cycle. Heat exchangers are modeled as
halves, where red units receive heat and blue units provide heat.

high-, intermediate-, and low-pressure sections (HP, IP, and LP, respectively). A super-
structure of potential steamextraction sites between stagegroups is consideredaspart
of the optimization. The extracted steam may be sent to the boiler feedwater heaters.
Heat exchangers are modeled with heat exchanger halves, specified either as a heater
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(red) or cooler (blue). The heating and cooling duties are matched for these heat ex-
changer halves in order to form heat exchangers in the power plant, including the
primary superheater, reheaters, and the economizer. The remaining heat exchanger
halves are matched through the formulation of a pinch-based heat integrationmodel.
This heat integration model is developed using the Duran–Grossmann formulation
[34]; see [33, 74] for details on the implementation in this equation-oriented flowsheet
framework.On thegas side, thepurifiedoxygen stream is split before beingmixedwith
recycled flue gas. The split allows primary and secondary air streams to have different
compositions. After combustion, the flue gas is split to two series of heat exchang-
ers, and then sent to pollution controls. The direct contact cooler/polishing scrubber
(DCCP) is used to remove much of the water from the flue gas. The ratio of flue gas
sent for water cooling is also a key decision variable due to the role of water vapor in
the radiation behavior in the boiler. Then, a fraction of the flue gas is sent for com-
pression and purification while the rest is recycled to the boiler. Primary air flow rate
is bounded below to ensure at least a 2:1 gas-to-coal ratio to ensure that the gas can
carry the coal. For safety reasons, the primary air stream also has upper bounds on
temperature and O2 mole fraction, of 400K and 35%, respectively.

The TRF algorithmwas used tomaximize the thermal efficiency of a double reheat
oxy-fired steam cycle. The optimization problem is summarized in (1.29). Both design
and operational decisions could be modified for the boiler, but we consider the case
where boiler geometry and burner configurationmatch an existing utility boiler (Paci-
ficorp’s Hunter 3 unit).

The objective of this study to maximize thermal efficiency with a fixed coal feed
flow rate, with a small penalty for utility consumption:

max thermal efficiency + ρwQw

s. t. thermal efficiency =
∑Wturbine −∑Wpump −∑Wfan −WCPU −WASU

thermal input rate
,

fixed thermal (fuel) input rate,
steam turbine model,
pump and fan models,
Duran–Grossmann pinch-location heat integration equations,
correlation-based fuel gas thermodynamics model,
steam thermodynamics,
hybrid boiler model,
correlation model ASU,
correlation model CPU,

(1.29)

where ρw is a small penalty term for coolingwater usage. The air separation unit (ASU)
and carbon dioxide processing unit (CPU) are modeled with correlations derived from
[33, 30, 31].
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The truth boiler model is replaced with a sequence of reduced models rk(w). In
contrast to the PSA study, this case study uses an improved version of the TRF algo-
rithm that does not require first-order consistency for convergence. Instead, the RMs
must satisfy the κ-fully linear property (1.20). Common choices such as interpolation
or regression apply under mild assumptions (e. g., uniformly bounded second deriva-
tives of rk(w)). This condition provides great flexibility for a wide variety of reduced
modeling approaches. For the boiler model, simple polynomial interpolation models
constructed with well-poised sample sets provided good performance. These RMs are
updated automatically, with recourse to the truth models, by the TRF method.

Optimization problem (1.29) was solved for two different scenarios. In Case A, the
oxygen purity supplied by the ASUwas fixed at 97mol%, whichmeans that the power
requirement of the ASU is only dependent on the flow rate of oxygen supplied. In Case
B, the oxygen purity was allowed to vary between 90mol% and 98mol%. This allows
the optimizer to trade off thepre- andpostcombustion separation tasks,while simulta-
neously considering the interactionswith the detailed kinetics and radiation behavior
in the boiler. In the lower oxygen environment, gasification reactions aremore favored
and the emissivity of the gas mixture changes. The optimization results for both cases
are given in Table 1.4. In Case A, the optimum design found by the TRF algorithm is
an oxy-fired power plant with a net power output of 437.4MW and a net efficiency of
33.0%. In Case B, the optimum solution has a net power output of 440.4MW and an
efficiency of 33.2%.1 Interestingly, in Case B the oxygen composition is pushed to its
lower bound of 90mol%. In both scenarios the optimizer pushes the steam tempera-
tures leaving the secondary superheater and reheaters to their upper bounds of 835 K
and 867K, respectively, as expected when maximizing thermal efficiency. Similarly,
the lower bound of 0.068 bar for the condenser operating pressures is active. The op-
timizer also pushes the temperature andoxygen content of the primary flue gas recycle
streams (S408 in Figure 1.4) to their upper bounds of 400K and 35mol%. Another in-
teresting conclusion lies in the recycle distribution of the flue gas. The temperature
and composition of the flue gas (influenced by drying) has complex interactions with
the detailed boiler model. By optimizing using the reduced boiler model, these inter-
actions can be considered and additional efficiencies are identified. Additional infor-
mation on the implementation and performance of the TRF algorithm for the oxycom-
bustion case study can be found in [37, 35, 54].

1.5 Conclusions
Reducedmodels have been used inmany domains in chemical engineering to provide
computationally tractable simulation and optimization. Most model reduction tech-

1 Higher heating value basis.



26 | J.P. Eason and L. T. Biegler

Table 1.4: Power plant optimization results. Case A: fixed oxygen purity. Case B: variable oxygen
purity.

Case A Case B

Work from turbines (MW) 568.2 570.3
HP 94.5 94.5
IP 267.3 267.7
LP 206.4 208.1

Pumping work (MW) 12.4 12.4
Fan work (MW) 3.6 3.7

Heat from boiler (MW) 520.6 531.3
Boiler walls 446.4 457.3
Secondary superheater 74.2 74

Heat from flge Gas (MW) 659.2 653.0
Primary superheater 201.0 220.5
Reheater (HX201) 168.6 168.7
Reheater (HX202) 146.6 148.4
Economizer 143.0 115.4

Heat rejected (MW) 620.9 623.3
Fuel heat rate (MW) 1325.5 1325.5

ASU power (MW) 71.2 65.6
CPU power (MW) 43.6 48.2

Net power (MW) 437.4 440.4
Thermal efficiency (HHV) 33.0% 33.2%

Flue gas recycle distribution
Bypasses DCCP, to secondary rec. 29.7% 31.3%
To CPU after DCCP 28.0% 29.9%
To primary recycle after DCCP 23.6% 25.3%
To secondary recycle after DCCP 18.7% 13.5%

niques can be categorized as model-based or data-driven. Model-based methods can
exploit known information about the structure of the truth model to build reduced
models, whereas data-drivenmethods are often suitable when specialized software is
used for the truth model.

When reduced models are used in optimization, the accuracy becomes an even
greater concern. Optimal solutions are characterized by gradient information, which
adds more demands on the reduced model accuracy. Trust region methods provide
a systematic approach to manage the accuracy of reduced models in optimization.
Through adaptive updating of reduced models, convergence can be guaranteed to so-
lutions of the truth model-based problem. However, accuracy conditions must be en-
forced on the reduced models. While first-order consistency is straightforward to en-
force, this may be computationally demanding in practice. Instead, the framework of
κ-fully linear models provides more flexibility.
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Our optimization strategy is agnostic to the type of reduced model as long as the
κ-fully linear property holds. The verification that an RM is κ-fully linear is easy when
a data-driven RM is used. On the other hand, if truth model gradients are not avail-
able, it is not clear that the κ-fully linear framework can be used for model-based re-
ductions. Thus, while model reduction is already used in many domains of chemical
engineering, challenges remain in building (certifiably) accurate and efficient RMs.

Future work will developmore efficient TRFmethods. Recent advances of the TRF
algorithm includes the addition of a sampling region, which ensures the accuracy of
the RM, while the surrounding trust region globalizes the TRF algorithm, and need
not shrink to zero upon convergence. As developed, analyzed, and demonstrated in
[38], this TRF enhancement led to a 40% decrease in computational effort. Further
research will also be devoted to tailored algorithms that exploit the solution of multi-
ple RMs within the process flowsheet as well as specialized decompositions for truth
models.
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2.1 Introduction

In the past 50 years, the number of applications of model reduction inmechanical en-
gineering has increased massively, while the first applications in structural mechan-
ics and acoustics ([94, 55, 56, 24], see also [18]) go back even further in time. Modal
methods can be applied either to second-ordermodels (common inmultibody systems
[48, 24, 1, 33, 84]) or to state-space representations. Corresponding methods were in-
tensively developed from the 1960s onwards ([25, 73, 23, 20] and Chapter 4 of Volume 1
ofModel order reduction) and are applied in other areas of engineering as well, for in-
stance in the reduction of power systems [64] and for the purpose of control design,
e. g., [71, 66, 58, 7]. With the advent of balanced truncation and of Krylov subspace
methods ([78, 44], [42, 45], overviews in [4, 8, 10], and Chapters 2 and 3 of Volume 1 of
Model order reduction) the approximation quality and the applicability to high- and
very high-order linear systems improved significantly and opened numerous fields
of applications. Proper orthogonal decomposition (POD) methods based on snapshots
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[63, 70, 60] and hyper-reduction techniques [22, 30, 31] were developed for the reduc-
tion of nonlinear models.

Today, the successful applications of model order reduction (MOR) in mechanical
engineering deal with different system and problem classes from different physical
domains, like:
– structural and multibody dynamics, modeled by linear or nonlinear differential

equations [18, 17, 21, 67, 69, 35, 34, 53, 3, 31, 91, 90, 5, 104, 19, 49, 47, 95, 110];
– fluid dynamics, including fluid–structure interaction and aerodynamics [93, 26,

89, 88, 83, 2, 31];
– thermo-mechanical, thermo-fluid, thermo-acoustic, and thermo-electrical systems

[68, 12, 14, 11, 97, 75, 54, 46].

An overview on coupled problems is [15]. It should be emphasized that this list of ref-
erences is incomplete. In view of the huge number of publications on MOR applica-
tions, it seems rather impossible to give a complete overview. Besides the many sci-
entific publications, there exist several collections of benchmark problems, like the
“Oberwolfach Benchmark Collection,” the “Niconet Benchmark Collection,” and the
“MOR-Wiki.” These collections include systemmodels fromdifferent domains and can
serve for the validation process.

In Sections 2.2 to 2.5 of this chapter, four successful applications are presented as
examples of MOR of industrial problems:
– The reduction of a coupled thermo-mechanical machining tool model applies

Krylov subspace-based reduction to a first- or second-order formulation of the
linear model.

– The reduction of industrial models of a car body and driver’s seat applies a Craig–
Bampton method and a Gramian-based method to second-order models of very
high order.

– The error-controlled reduction of an elastic crankshaft applies a combination of
methods to a second-order model.

– The reduction of a leaf springmodel applies simulation-free projection and hyper-
reduction to a nonlinear second-order model.

In the following, an overview of common representations for mechanical systems,
modeling aspects, and basic properties will be given.

Typically, mechanical models originate either from direct discrete modeling, spa-
tial discretization of partial differential equations, system identification, or a combi-
nation of those.

Direct discrete modeling uses discrete, linear, or nonlinear mass, damper, and
spring elements to build up amodel. This process normally leads to small- ormedium-
sized models.

Most models originate from spatial discretization of partial differential equations
describing the laws of physics. For solids, a continuum mechanics approach – equi-
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librium of forces, kinematic equations and the constitutive equations – describe the
physics. Well-establishedmethods like the finite elementmethod (FEM), the finite dif-
ference method, the finite volume method, the boundary element method, and oth-
ers are applied for spatial discretization. All procedures are based on the method of
weighted residuals and differ only in the specific choices of test and weighting func-
tions. The classical displacement-based FEM, for example, uses first- or higher-order
polynomial test and weighting functions from identical function spaces, i. e., a Ritz–
Galerkin projection from the continuous to the discrete space is performed. This typ-
ically leads to very large models comprising thousands up to millions of degrees of
freedom.

Another way of modeling mechanical systems is a data-driven identification of
their dynamics. This typically leads to rather small models.

Allmodels have in common that the equilibriumof inertia forces,Mq̈(t), damping
and internal restoring forces, f̂ (q̇(t),q(t)), and external forces, F̂(t), determines the
basic dynamics of mechanical systems:

Mq̈(t) + f̂ (q̇(t),q(t)) = F̂(t), q(0) = q0, q̇(0) = q̇0, (2.1)

with (generalized) displacements q(t) ∈ ℝN , massmatrixM ∈ ℝN×N , nonlinear damp-
ing and internal forces f̂ : ℝN ×ℝN → ℝN , and external forces or loadings F̂(t) ∈ ℝN .

External forces can also be considered explicitly as a space- and a time-dependent
part, F̂(t) = BF(t):

Mq̈(t) + f̂ (q̇(t),q(t)) = BF(t), q(0) = q0, q̇(0) = q̇0. (2.2)

This allows for a system-theoretic point of view where the input–output behavior is
of importance: The input matrix B ∈ ℝN×p contains weights and allocations to the
degrees of freedom of the time-dependent forces, i. e., the input signals F(t) ∈ ℝp

(p ≤ N). The corresponding system outputs are given by equation (2.5).
Modeling of the dominating damping mechanisms is mostly not straightforward.

Therefore, one frequently gets bywith assuming simple linear viscous dampingDq̇(t).
Additionally excluding gyroscopic effects allows for writing f̂ (q̇(t),q(t)) = Dq̇(t) +
f (q(t)), such that

Mq̈(t) + Dq̇(t) + f (q(t)) = BF(t), q(0) = q0, q̇(0) = q̇0, (2.3)

with damping matrix D ∈ ℝN×N and nonlinear internal forces f : ℝN → ℝN .
For sufficiently small displacements around an equilibrium position, used as ini-

tial configuration, only the linear part of the internal restoring forces, f (q(t)) ≈ Kq(t),
has to be considered. This leads to the well-known linear second-order representation

Mq̈(t) + Dq̇(t) + Kq(t) = BF(t), q(0) = q0, q̇(0) = q̇0, (2.4)

with stiffness matrix K ∈ ℝN×N .
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Typically, displacements, velocities, or linear combinations, e. g., stresses, at spe-
cific nodes constitute the system outputs:

y(t) = Cqq(t) + Cq̇q̇(t), (2.5)

with output matrices Cq ∈ ℝ
q×N and Cq̇ ∈ ℝ

q×N considering displacements and veloc-
ities, respectively.

The transfer behavior – inputs to outputs – is commonly represented as

G(s) = (Cq + sCq̇)(s
2M + sD + K)−1B (2.6)

in the frequency domain, such that

Y(s) = G(s)F(s), (2.7)

where Y(s) and F(s) are the Laplace-transformed outputs y(t) and inputs F(t), respec-
tively.

While second-order representations are common inmechanics, state-space repre-
sentations are often used in systems and control theory. Different implicit state-space
representations exist, possessing desired properties for their system matrices. Here
only, except for basis transformations, unique explicit representations will be given,
while implicit ones are to be favored when, e. g., preservation of the matrix sparsity
pattern is desired. The general nonlinear system representation (2.2) can be reformu-
lated as

[
q̇(t)
q̈(t)
] = [

q̇(t)

−M−1f̂ (q̇(t),q(t))
] + [

0
M−1B
]F(t), [q(0)

q̇(0)
] = [

q0
q̇0
] (2.8)

and the linear system representation (2.4) as

[
q̇(t)
q̈(t)
] = [

0 I
−M−1K −M−1D

] [
q(t)
q̇(t)
] + [

0
M−1B
]F(t), [q(0)

q̇(0)
] = [

q0
q̇0
] , (2.9)

together with the output equation (2.5) rewritten as

y(t) = [Cq Cq̇] [
q(t)
q̇(t)
] . (2.10)

Systems involving coupling of either different components, i. e., multibody sys-
tems, or of different physical domains, i. e., multiphysics systems, can showmassma-
tricesM in second-order representations (or left-hand sidematricesE in implicit state-
space representations Eẋ(t) = Ax(t) + Bu(t), y(t) = Cx(t)) with rank deficiencies due
to the algebraic interface equations. Thus, the system dynamics are described by dif-
ferential algebraic equations (DAEs). An example is given in Section 2.2.

Mass (M) and stiffness (K) matrices are symmetric and positive (semi-)definite for
typical mechanical systems with appropriate boundary conditions suppressing rigid
bodymodes. Implying those matrix properties directly results in the following system
properties:
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– Passivity: A mechanical system is passive for collocated inputs and velocity only
outputs, i. e., B = CT

q̇, Cq = 0 [109].
– Stability: Amechanical system is always Lyapunov stable. It is also asymptotically

stable for positive definite D [59].

Commonly, linear damping is realized via modal damping. A simple and popular
choice is the special case of proportional or Rayleigh damping, where D = αM + βK
with α, β ≥ 0, i. e., the damping matrix (D) is computed as a linear combination of
mass (M) and stiffness (K) matrices [41]. With this, D is symmetric and positive defi-
nite, the same asM and K . The conjugate complex eigenvalue pairs si,i+1 = σ ± iω of
undamped systems are all located on the imaginary axis. A mass proportional part,
i. e., α ≥ 0, shifts all eigenvalues with equal amount to the left, Δσ = const., while a
stiffness proportional part, i. e., β ≥ 0, shifts all eigenvalues to the left with an amount
proportional to the frequency of the eigenvalue squared, Δσ ∝ ω2.

In order to reduce the computational effort involved in numerically solving (2.4),
a reduced-order model (ROM) that accurately approximates the behavior of the orig-
inal full-order model (FOM) is aimed. This is usually achieved by projective MOR. To
this end, the full displacements q(t) ∈ ℝN are first approximated by a linear combi-
nation of reduced displacements qr(t) ∈ ℝn via the ansatz q(t) = V qr(t) + e(t), where
V ∈ ℝN×n and n ≪ N . Inserting this ansatz in (2.4), (2.5) yields an overdetermined
system with the residual ε(t) ∈ ℝN ,

MV q̈r(t) + DV q̇r(t) + K V qr(t) = B F(t) + ε(t),
yr(t) = Cq V qr(t) + Cq̇ V q̇r(t).

(2.11)

To obtain a square system, we premultiply (2.11) byWT ∈ ℝn×N ,

Mr q̈r(t) + Dr q̇r(t) + K r qr(t) = Br F(t), qr(0) = qr,0, q̇r(0) = q̇r,0,
yr(t) = Cqr qr(t) + Cq̇r q̇r(t),

(2.12)

thus enforcing the Petrov–Galerkin condition WT ε(t) = 0, where the residual ε(t)
vanishes. The reduced matrices are given by {Mr,Dr,K r} = WT{M,D,K}V , Br =
WTB, Cqr = Cq V , and Cq̇r = Cq̇ V , and the initial conditions are {qr(0), q̇r(0)} =
(WTV)−1WT{q0, q̇0}. Therefore, the main task of any projective MOR technique con-
sists of finding suitable reduction basesV ,W ∈ ℝN×n that span appropriate subspaces
𝒱 = span(V) and𝒲 = span(W).

MOR in mechanical engineering typically aims at achieving the following goals:
1. Good approximation. The reduction technique should yield a ROMwhich captures

the most dominant dynamics and well approximates the state vector or input–
output behavior of the FOM either in the time or in the frequency domain. The
approximation quality can, for instance, bemeasured pointwise in time by ‖y(t)−
yr(t)‖(⋅) or ‖x(t) −V xr(t)‖(⋅), or pointwise in frequency by ‖G(iω) −Gr(iω)‖(⋅) using
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suitable matrix and vector norms (⋅) = {1, 2,∞, Fro, . . .}. Another possibility is to
usenormwise errormeasures as ‖y−yr‖(⋆) or ‖x−V xr‖(⋆)with (⋆) = {ℒ1,ℒ2,ℒ∞, . . .}
in the time domain, or ‖G−Gr‖(∗) with (∗) = {ℋ2,ℋ∞,Hankel . . .} in the frequency
domain.

2. Preservation of system properties. Basic features of the original model (e. g., sta-
bility, passivity, second-order structure, port-Hamiltonian structure, etc.) should
be preserved in the ROM. This requirement is achieved by applying special or
adapted reduction methods tailored to address these demands.

3. Numerical efficiency. Model reduction pays off if the benefit of having multiple,
cheap online evaluations (required, e. g., for design analysis, optimization, and
control) outweighs the upfront offline cost needed for the computation of the re-
ducedmodel. Thus, the reductionmethods should be as numerically efficient and
stable as possible. Expensive offline, and especially online, computations should
be avoided. In addition, reduction approaches should preferably be applicable to
large-scale models and industrial problems.

Depending on the application and the characteristic behavior of the FOM that should
be approximated during the reduction, two categories can be distinguished to meet
requirement 1:
(i) Initial condition-state-based reduction. This category is especially interesting for

mechanical engineering, where the eigendynamics, i. e., the state dynamics de-
scribed for different initial conditions, are particularly relevant. Modal reduction
techniques, such as modal truncation [94], mainly focus on the approximation of
the homogeneous problem, i. e., the eigendynamics of the underlyingmodel. POD
also falls under this category, since it is based on snapshots of the simulated state
trajectory.

(ii) Input-output-based reduction. This category is especially interesting for control en-
gineering or for problemswhere inputs andoutputs are defined. In this regard, ap-
proaches such as balanced truncation [78, 44] and Krylov subspace methods [42,
10] exploit the information contained in the input and output matrices B, C to ob-
tain a reducedmodel which is tailored to approximate the input–output behavior.

To meet requirement 2, so-called structure-preserving model reduction is applied. For
instance, if the principle of virtual work known from mechanical systems should be
fulfilled, then the reduction should be performed by a Galerkin projectionwithW = V
rather than by a two-sided (oblique) Petrov–Galerkin projection. Note, however, that
most second-order balancing approaches do not underlie a Galerkin projection. In
any case, with W = V , the reduced matrices preserve the symmetry and definite-
ness properties of the originalmatrices. Furthermore, this choice leads to the foremost
aim of preserving crucial properties such as the stability, passivity, and structure of
the original FOM. Note that second-order models could also be reduced by first re-
formulating them into the state-space/first-order representation (with Ñ = 2N), and
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then by reducing the first-order models. However, unless special care is taken dur-
ing the reduction of the reformulated state-space model, it can be difficult to gain
back a structure-preserving, second-order ROM out of the first-order ROM [102, 103,
85, 21]. Consequently, MOR for mechanical systems is often performed directly on
the second-order FOM by applying second-order reduction techniques suited to meet
the mentioned requirements and needs. Hereby, either (i) classic modal-based pro-
cedures (such as second-order modal truncation) or (ii) adapted input–output-based
approaches (e. g., second-order Arnoldi [SOAR] [6, 9, 102], SO-IRKA [112], or second-
order balanced truncation [76, 108, 17, 16]) can be applied. Note, however, that some of
these reduction techniques still use the first-order representation to compute, e. g., the
Gramians or the optimal interpolation data, in order to build afterwards second-order
reduction bases V ,W to project the second-order model.

It is also worth mentioning that in many engineering applications multiphysics
problems arise, yielding coupled domain models. Similarly, in structural dynamics
and industrial applications, the mechanical systems often consist of several separa-
ble components or substructures. In this context, the concept of substructuring and
component mode synthesis (CMS) [48, 56, 24, 1] plays a key role, allowing to partition a
large structural model into multiple substructures that are individually reduced, and
then compatibly coupled along the component interfaces after reduction. Typical CMS
techniques are Guyan condensation [48], the Craig–Bampton method [24], and their
derivatives [56, 1]. Craig–Bampton, e. g., represents the combination of (i) a modal-
based and (ii) an input–output-based procedure, since (i) “component eigenmodes”
are combined with so-called (static/dynamic) (ii) “constraint modes” obtained for
a unit displacement applied to the interface degrees of freedom. In addition to the
classic CMS techniques, system-level interface reduction approaches that reduce the
number of interface degrees of freedom are also very common [51]. Finally, note that
input–output-based reduction approaches such as balanced truncation and Krylov
subspace methods can naturally be applied instead of the modal-based “component
eigenmodes.” This has been done, e. g., in [33, 84, 51], where (static/dynamic) (i)
“constraint modes” have been combined with (ii) “input–output-based component
modes.”

2.2 Model order reduction of a thermo-mechanical
machine tool model aimed for position control

Formodernmachine tools, the accuracy, stability, and repeatability are the key perfor-
mance factors. Thermally induced displacement errors at the tool center point (TCP)
are among the main causes of work piece defects. The heat generated by motors, the
friction-caused heat, the influence of the environment temperature, etc., are the fac-
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tors which lead to unwanted thermal expansion of the machine tool [29, 77, 82] and
require a real-time compensation (position control). In the past few years, the col-
laborative research center Transregio 96 [43] contributed a great deal to the optimal
thermo-energetic design of machine tools. Numerical simulation via, e. g., the FEM is
a common tool to compute the thermal expansion. However, the accurate numerical
model is too large to be co-simulated with the control circuitry.

In the following, the successful application of Krylov subspace-based MOR from
[39, 6, 102] is presented for creating a reduced-order thermo-mechanical machine tool
model. Our case study is an academic model, displayed in Figure 2.1.

Figure 2.1: Structure of the machine tool model.

For demonstrating purpose, we observe a single stage movement in the positive
x-direction and a single heat generation in the spindle of the tool. The heat gener-
ation is due to electrical drive only, whereas the friction-caused heat is neglected.
Furthermore, ideal thermal contacts and temperature-independent material thermal
parameters (volumetric heat capacity and heat conductivity) are assumed. The me-
chanical parts of the model are connected by linear springs, instead of using more
realistic ball bearings, in which the frictional and thermal effects should be consid-
ered [65]. These assumptions lead to a linear thermo-mechanical model, which can
be reduced by Krylov subspace-based MOR. Please note that as long as the above
linearity conditions are fulfilled, this methodology can be applied to more realistic
models as well. The primary goal of this section is to demonstrate that the position
control can be implemented based on such an ROM. Further applications of MOR to
machine tool models can be found in [32, 96, 81, 68].

2.2.1 Coupled domain thermo-mechanical models

In the thermo-mechanical model, both thermal and mechanical domains are taken
into account during the simulation. The thermal andmechanical domains can be cou-
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pled via the input vector or via the system matrices (strong coupling). As the thermal
expansion is a transient process,which requires real-time compensation, the coupling
via the systemmatrices is recommended. Such a strongly coupled linearized machine
tool model has the following form:

ΣN+k :

{{{{{{{{
{{{{{{{{
{

[
Mq 0

0 0
]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
M

[
q̈

T̈
] + [

Dq 0

DTq DT
]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
D

[
q̇

Ṫ
] + [

Kq KqT

0 KT
]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
K

[
q

T
] = B[

u1
u2
] ,

y = C [
q
T
] ,

(2.13)

whereMq ,Dq ,Kq ∈ ℝ
N×N are themassmatrix, the structural dampingmatrix, and the

stiffness matrix, respectively; DT ,KT ∈ ℝ
k×k are the specific heat matrix and the con-

ductivity matrix; DTq ∈ ℝ
k×N is the thermo-elastic damping matrix and KqT ∈ ℝ

N×k

is the thermo-elastic stiffness matrix. Matrices DTq and KqT couple the thermal and
mechanical domains. The state vector contains two parts, i. e., the structural displace-
ment vector q(t) ∈ ℝN and the temperature vector T(t) ∈ ℝk . In this model a single
force input u1 is applied onto the moving stage in the positive x-direction and a sin-
gle heat generation input u2 is assumed in the spindle of the tool. The output matrix
C ∈ ℝ2×(N+k) defines the observed outputs, displacement of the moving stage at the
selected node in the positive x-direction and the temperature at the TCP. The machine
tool is fixed at the bottom ground and the bottom temperature is set to 20 °C. The heat
exchange between system and environment is modeled by the convection boundary
conditionϕT = h(T −Tambient), whereϕT is a heat flux and h is the heat transfer coef-
ficient, which is set to 5 W

m2 . The convection is considered over the whole surface of the
machine tool model and the ambient temperature is set to 20 °C. The Rayleigh damp-
ing is considered, that is, the damping matrix Dq is proportional to the mass matrix
Mq and the stiffness matrix Kq as follows: Dq = αMq + βKq. In this case, based on
experience, parameters α = 0 and β = 1.5915 ⋅ 10−4 are chosen to cause the damping
ratio of 1% at a frequency of 20Hz.

The advantage ofmodel (2.13) is that all physical effects are included. However, as
will be shown in Section 2.2.2, MOR of this model leads to unnecessarily large ROMs,
whose time integration within the controller loop might be prohibitive. On the other
hand, as the time scale of structural dynamics (≈ 1 s) is much smaller than that of the
heat transfer (≈ 105 s), onemight think of separating physical domains and integrating
them at the system level with different time steps, as suggested in [15].

Therefore, the so-called quasi-static approximation of structural mechanics is
used, in which the mass matrixMq and the structural damping matrix Dq from equa-
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tion (2.13) are ignored. The resulting model has the following form:

ΣN+k-Quasi :

{{{{{{{{
{{{{{{{{
{

[
0 0

0 DT
]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
D

[
q̇

Ṫ
] + [

Kq KqT

0 KT
]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
K

[
q

T
] = B[

0

u2
] ,

y = C [
q

T
] ,

(2.14)

and accounts for thermal expansion of the mechanical structure and the transient
heat transfer. Furthermore, the thermo-elastic damping DTq, which describes the
influence of structural dynamics upon the temperature field, can be neglected as
well, because the dissipated heat is negligible compared to the motor-generated heat.
Please note that the reduction of the DAE system (2.14) with Krylov subspace-based
MOR is numerically well conditioned, since those methods solely impose that the
matrix K + s0D is regular for some value s0 of the Laplace variable [6].

At the system level, (2.14) has to be combined with the purely mechanical model:

ΣN : {
Mqq̈ + Dqq̇ + Kqq = Bqu1,

y = Cqq,
(2.15)

that is, with its reduced counterpart, to reflect the dynamical behavior of the structure
within a control loop.

2.2.2 Application of Krylov subspace-based MOR

Themain issue in reducing coupled domain thermo-mechanical machine tool models
lies in the fact that both physical domains have very different time constants, as the
time scale of the structural part is much smaller than that of the heat transfer. In the
following, the Krylov subspace-based MOR is applied, which matches the moments
(coefficients of the Taylor series) of the transfer functions of the full and reducedmod-
els. For the reduction of model (2.13), the SOAR algorithm from [6] and [102] is used.
For the first-order system (2.14) and for the proportionally damped second-order sys-
tem (2.15), the first-order block Arnoldi algorithm from [39] is implemented (for the
application to (2.15), see [28]).

Two inputs (mechanical force applied at a selected surface of the moving stage
and heat source in spindle) and two outputs (displacement at selected node of the
moving stage and the temperature at TCP) are defined, which leads to the following
2 × 2 transfer function matrix:

G(s) = [
G11(s) G12(s)

G21(s) G22(s)
] , (2.16)
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where G11(s) =
Ydispl(s)
Uforce(s)

, G12(s) =
Ytemp(s)
Uforce(s)

, G21(s) =
Ydispl(s)
Uheat(s)

, G22(s) =
Ytemp(s)
Uheat(s)

, and Ydispl(s)
andYtemp(s) are the Laplace transforms of the displacement and temperature outputs,
respectively, defined by matrix C in (2.13); Uforce(s) and Uheat(s) are the Laplace trans-
forms of the force and heat inputs, respectively, defined as u1(t) and u2(t) in (2.13).

The goal is to investigate the convergence behavior of each reduced model for dif-
ferent model sizes and compare them with respect to their applicability for position
control. The relative error between the full and the reduced model transfer functions
at a specific frequency f is defined as

ϵ(f ) = 󵄩󵄩󵄩󵄩G(i2πf ) − Gr(i2πf )
󵄩󵄩󵄩󵄩2/
󵄩󵄩󵄩󵄩G(i2πf )

󵄩󵄩󵄩󵄩2. (2.17)

For theharmonic simulations of the full-scalemodel,weuse theFEMsimulatorANSYS
Academic Research, Rel. 18.0, whereas the reduced models are created with model
reduction inside ANSYS [98].

Firstly, the purely mechanical proportionally damped model (2.15) with the sin-
gle force input (force applied at a selected surface of the moving stage in the positive
x-direction in Figure 2.1) and a single output (displacement at selected node of the
moving stage) is investigated.

Figure 2.2 (left) shows an excellent match between the transfer function G11(s)
of the full model with 51,378 degrees of freedom and the reduced-order 100 model.
The expansion point 0Hz is chosen for the Arnoldi-based reduction and for matching
the frequency range between 1Hz and 1000Hz, which is the frequency range of in-
terest for the particular application. Note that other frequency ranges of interest can
be matched by employing different expansion points [42]. From Figure 2.2 (right), it
is observed that for matching the transfer function with maximal relative error of 1%
over the whole frequency range of interest, a moderate number of 30 Arnoldi vectors
– which represent the orthonormal basis of the Krylov subspace 𝒦(−K−1q Mq ,−K−1q Bq)
– is required if no other expansion points are to be employed.

Figure 2.2: Transfer function G11(s) of purely mechanical full-scale model (2.15) and correspond-
ing reduced-order 100 model, gained by Arnoldi-based reduction with expansion point 0Hz (left).
Relative error between the transfer functions of full-scale model (2.15) and corresponding reduced
models of different sizes at different frequencies (right).
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The coupled domain model (2.13) suffers from different time constants of structural
dynamics and heat transfer, as the ROM has to simultaneously match the frequency
ranges from 0Hz to 10Hz (thermal expansion effects occur here) and from 1Hz to
1000Hz (quick changes in dynamics occur here).

Figure 2.3 (top) showsanexcellentmatchof the transfer functionsG11(s)andG12(s)
of the thermo-mechanical model (2.13) exposed solely to a single unit force input. Fig-
ure 2.3 (bottom) shows an excellentmatch of the transfer functionsG21(s) andG22(s) of
the thermo-mechanical model (2.13) exposed solely to a single unit heat input; G21(s)
describes the thermal expansion. In this case we used the unit input for computing
the transfer function, as the model is linear. At the system level, an arbitrary input
can be used.

Figure 2.3: Transfer functions G11(s) (top-left), G12(s) (top-right) with single force input and G21(s)
(bottom-left), G22(s) (bottom-right) with single heat input of strongly coupled full-scale model (2.13)
and corresponding reduced models of order 400, gained by the SOAR algorithm with expansion
points 0Hz, 10Hz, 100Hz, and 1000Hz.

In order tomatch the full required frequency range from0Hz to 1000Hz,withmaximal
relative error of 1%, 300, respectively, 250 Arnoldi vectors and four expansion points
(0Hz, 10Hz, 100Hz, and 1000Hz) are required (Figure 2.4). This high number of 250
vectors is the main disadvantage of reducing the strongly coupled model (2.13). Note
that moremodernmethods allow for an automatic choice of the expansion points and
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Figure 2.4: Relative error (2.17) between the transfer functions of full and reduced model at different
frequencies for different sizes of reduced models with only force input (left) and with only heat input
(right) in strongly coupled thermo-mechanical model (2.13).

the corresponding number of moments. In this work, however, we adopted the practi-
cal engineering approach of “trial and error,” since our goal was to apply the classical
MORmethodology to our coupled physics, realistic industrial application rather than
to apply or improve adaptive reduction procedures. Future research should include
more modern methods based on adaptive approaches such as, e. g., IRKA, TSIA, and
CUREd SPARK from [45, 27, 113, 85, 111].

It is expected that the reduction of the coupled model with quasi-static approxi-
mation of themechanical domain (2.14) leads to reducedmodelswith lower order than
the reduction of (2.13). Furthermore, (2.14) can be reduced with the first-order Krylov
subspace algorithm from [39]. Figure 2.5 shows an excellent match of the transfer
functionsG21(s) andG22(s) of the full-scale and reduced-order 100 thermo-mechanical
model with quasi-static approximation of the mechanical domain (2.14). It is exposed
to a single heat input and G21(s) describes the thermal expansion, which should be
accounted for within the position control. In this case, however, there is no need to
cover the frequency range until 1000Hz, as the structural dynamics are not included.
Rather, the frequency range of interest from0Hz to 10Hz should be approximated. For
this, three expansion points (chosen by “trial and error”) are still needed: 0Hz,0.1Hz,
and 10Hz.

Figure 2.6 shows that for matching the transfer function G(s) of the fully coupled
model with quasi-static approximation of the mechanical domain and the single heat
input, withmaximal relative error of 1%,within the frequency range of interest, solely
50 Arnoldi vectors and three expansion points are needed, which outperforms the re-
duced models of system (2.13).

In conclusion, by introducing the quasi-static approximation of the mechanical
domain, the accuracy of the reduced thermo-mechanical model could be improved
and the dimension of the reduced model could be decreased. For the complete ap-
proximation of the frequency range of interest, this model has to be combined with
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Figure 2.5: Transfer functions G21(s) (left) and G22(s) (right) for single heat input of strongly coupled
full-scale model with quasi-static approximation of mechanical domain (2.14) and corresponding
reduced-order 100 models, gained by Arnoldi-based reduction with expansion points 0Hz, 0.1 Hz,
and 10Hz.

Figure 2.6: Relative error (2.17) between the transfer functions of full and reduced model at different
frequencies for different sizes of reduced model with only heat input in strongly coupled thermo-
mechanical model with quasi-static approximation of the mechanical domain (2.14).

the (reduced) purely mechanical model at the system level, as will be shown in the
next section.

2.2.3 Position control scenario based on reduced-order model

For position control of machine tools usually a cascade controller structure is applied
[40]. Our goal is to parameterize such a controller based on an ROM. Figure 2.7 shows
the ANSYS Twin Builder simulation setup.

In Figure 2.8 (left) the impact of the position control to the moving stage, when
taking into account only structural dynamics of the machine, is displayed and Fig-
ure 2.8 (right) shows the gain-parameter optimization of the controller, based on the
reduced-order purely mechanical model (2.15) with dimension 30. Note that timing
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Figure 2.7: Co-simulation of the cascade controller and the reduced-order model (ROM) of the ma-
chine tool in ANSYS Twin Builder.

Figure 2.8: Output node displacement of the reduced purely mechanical model (2.15) with and with-
out controller displayed in Figure 2.7 (left) and optimization of the controller gain based on the
reduced-order numerical model (right).

for five simulations with different controller gain values amounts to solely 24 s on an
Intel(R) Core(TM) i7 @ 2.50GHz RAM 8GB.

In order to take into account thermal expansion, the reduced strongly coupled
thermo-mechanical model can be applied within the control loop as schematically
shown in Figure 2.9 (left).

The main disadvantage of this approach is that, due to the fact that structural
dynamics and heat transfer have very different time constants and, hence, a large fre-
quency range has to be matched, the size of the reduced model is relatively large for a
system-level simulation (order 250up to 300, as shown in the previous section). A rem-
edy is to apply the quasi-static approximation of themechanical domain, as described
in equation (2.14). Based on the reduced-order quasi-statically approximated coupled
model, it is suggested to use the structure for the positioning controller shown in Fig-
ure 2.9 (right). The advantage over the controller from Figure 2.9 (right) is that both
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Figure 2.9: Position controller based on the reduced strongly coupled thermo-mechanical model
(left) and on the reduced thermo-mechanical model with quasi-static approximation of the mechani-
cal domain (right).

ROMs are of smaller size and can also be integrated in time separately. Also in this
setup, it is possible to parameterize the controller based on the ROMs.

2.3 Coupling of reduced elastic bodies in vehicle
dynamics

2.3.1 Requirements on the model reduction software and model
reduction method

One important aspect in the development of vehicles is to ensure a comfortable ride
feeling for the driver. In this context, it is necessary to investigate the effect of external
disturbances, e. g., from potholes, on the driver in transient simulations over a long
period of time [72]. Therefore, models of a driver’s seat and a car body are used as an
industrial automotive example in this contribution. The driver’s seat and the car body,
the coupling nodes, and the input and output nodes are shown in Figure 2.10.

In industrial applications, the elastic components are usually modeled with the
FEM,where complexgeometries requirefine spatial discretizations to obtainmeaning-
ful models. For the driver’s seat this leads to amodel with 1.43 ⋅ 105 degrees of freedom
and for the car body to amodelwith 1.99⋅106 degrees of freedom. Themodel properties
are summarized in Table 2.1. The discretization andmodel generation are usually per-
formedwith commercial FEM software packages. Obviously, one challenge inMOR for
industrial models is to access the model data, as the system matrices or geometry in-
formation fromproprietary data structures, for further usage in the actualMOR. In this
application, theMOR toolboxMorembs is used. It contains interfaces tomany commer-
cial FEM software packages and allows a user-friendly import of the model data. In a
further step various MOR algorithms for second-order systems can be applied and the
reducedmodels can be exported for further use in an industrial simulation chain. The
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Figure 2.10: Finite element mesh of the driver’s seat and the car body with inputs, outputs, and in-
terface nodes, kindly provided by Daimler AG.

Table 2.1:Model properties of the driver’s seat and the car body.

Number of elements Number of degrees of freedom Number of inputs

Driver’s seat 23,968 142,941 24
Car body 511,156 1,993,167 36

typical MOR work flow with Morembs consisting of import, reduction, and export is
illustrated in Figure 2.11. An exemplary MATLAB code for import, reduction, and ex-
port withMorembs is given in Figure 2.12. The toolbox is freely available for academic
institutions. Further information can be found in [38] and in Chapter 13 of Volume 3
ofModel order reduction.

Figure 2.11: Import, reduction, and export work flow with MOR toolboxMorembs.
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Figure 2.12: Exemplary MATLAB code for import, reduction, and export withMorembs.

Another challenge is that the reduced componentmodels should be reusable in differ-
ent mounting situations or product variants. This means that a MOR method must be
able to perform the reduction on component level first and to deliver reduced models
which can be combined afterwards with other reducedmodels, e. g., from a database.

One well-established method meeting these requirements is the Craig–Bampton
method as suggested in [24]. This method uses a splitting into an internal part and
a boundary part of the elastic body. Static constraint modes are then combined with
fixed interface eigenmodes of the internal part of the elastic body. One feasible mod-
ern method meeting these requirements as well is the so-called CMS-Gram method
as presented in [52]. The method uses a splitting into an internal part and a bound-
ary part, too. Then, a modified input matrix is formulated to allow the application of
input–output-basedMORmethods for the internal dynamics. In this case, the internal
dynamics are reduced using a two-step approach. The first step uses moment match-
ing to reduce the large-scale model to a medium-size model. The second reduction to
a small system size is done using frequency-weighted balanced truncation. Both MOR
steps are directly applied to the second-order system described by equation (2.4) to
obtain a reduced second-order system. First, this obviously simplifies the physical in-
terpretation of the ROM. Second, in industrial applications it is often even necessary
to preserve the second-order structure, for example if the ROMs shall be used in a com-
mercial simulation environment. In the following, both approacheswill be compared.

2.3.2 Comparison of the approximation quality of the noncoupled
and the coupled system

First, thedriver’s seat as a single component is investigated. TheFrobeniusnormof the
transfer function ‖G(f )‖Fro of the original model and of two reduced models of order
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nseat = 50 are shown in Figure 2.13. One reduced model is obtained using the Craig–
Bampton approach while the second reduced model is obtained using the CMS-Gram
method. It can be seen that all transfer functions are in good agreement. The corre-
sponding Frobenius norm relative error ϵ(f ) = ‖G(f ) − Gr(f )‖Fro/‖G(f )‖Fro of the re-
duced models is shown in Figure 2.13 for the frequency range of interest from 0Hz to
60Hz. Both approaches show a good approximation quality in the lower frequency
range. However, the error of the Craig–Bampton reduced model exceeds 10% around
60Hz, which does not fulfill the accuracy requirements of the ride simulation. In con-
trast, the approximation error of the CMS-Gram reduced model is about one to two
magnitudes smaller and, therefore, shows a satisfying approximation quality over the
entire frequency range.

Figure 2.13: Frobenius norm of the transfer function of the driver’s seat for the full model, a Craig–
Bampton reduced model, and a CMS-Gram reduced model with nseat = 50 and corresponding Frobe-
nius norm relative errors ϵ(f ).

Another aspect is the improvement of the approximation quality for an increasing or-
der of the reduced model. For the Craig–Bampton model this can be done by adding
more eigenmodes to the basis. However, identifying additional eigenmodes which are
important for the transfer behavior is not always a trivial task, especially for industrial
models. As for the CMS-Gram approach, the approximation can be simply improved
by adding more approximated eigenvectors of the Gramian controllability matrix to
the basis.

Figure 2.14 shows the Frobenius norm maximum error

ϵmax = max
f∈[0,60]Hz

(󵄩󵄩󵄩󵄩G(f ) − Gr(f )
󵄩󵄩󵄩󵄩Fro) (2.18)

between 0Hz and 60Hz for an increasing order nseat of the reduced system. The er-
ror for the Craig–Bampton method decreases from ϵmax = 2.46 ⋅ 10−1 at nseat = 50 to
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Figure 2.14:Maximum Frobenius norm error ϵmax and mean Frobenius norm relative error ϵmean for a
Craig–Bampton reduction and a CMS-Gram reduction from 0Hz to 60Hz.

ϵmax = 2.19 ⋅ 10−2 at nseat = 150. The convergence of the input–output error is therefore
rather slow, which is typical for modal-like MOR methods. However, the CMS-Gram
method shows a very rapid convergence, leading to an error which is several magni-
tudes smaller, showing its superiority compared to theCraig–Bamptonmethod.A sim-
ilar behavior can be observed when investigating the mean error

ϵmean =
1

60Hz

60Hz

∫
0

ϵ(f ) df (2.19)

from 0Hz to 60Hz, as shown in Figure 2.14. It can be seen that the CMS-Grammethod
delivers reduced models with much faster decreasing mean errors in the frequency
range of interest compared to the Craig–Bampton method.

Next, the complete system where the driver’s seat is mounted to the car body is
investigated. The transfer function of the connected, damped system is depicted in
Figure 2.15. It can be seen that there are more eigenfrequencies from 0Hz to 60Hz
compared to the singlemodel of the driver’s seat,making a good approximation in this
frequency range more difficult. The reduced coupled system is derived by a kinematic
coupling of the reducedmodel of the driver’s seat to the reducedmodel of the car body.
The relative error ϵ(f ) for the coupled system is shown in Figure 2.16 for a reduced
order of nseat = 50 for the driver’s seat and a reduced order of ncar = 200 for the car
body. Since both methods are interface-compatible, both methods deliver satisfying
coupled ROMs, as well. However, the error of the reducedmodel obtained by the CMS-
Gram method is about two to five magnitudes smaller compared to that of the Craig–
Bampton reduced model. So it can be seen again that the CMS-Gram method delivers
more accurate reduced models. A convergence analysis for increasing orders of the
reducedmodels shows that the approximation error of the coupled CMS-Grammodels
also decreases faster.
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Figure 2.15: Frobenius norm of the transfer function of the coupled system for the full model,
a Craig–Bampton reduced model, and a CMS-Gram reduced model reduced model with nseat = 50
and ncar = 200.

Figure 2.16: Frobenius norm relative error ϵ(f ) of the coupled system for a Craig–Bampton reduced
model and a CMS-Gram reduced model with nseat = 50 and ncar = 200.

2.3.3 Concluding remarks

Two MOR methods, the modal-based Craig–Bampton method and the CMS-Gram
method, are compared in this section in the context of an industrial application. Both
methods deliver interface-compatible ROMs of single components. This allows the
user to combine different ROMs to conduct, e. g., product variant studies. However,
it is also shown that the CMS-Gram method yields ROMs with smaller relative errors,
confirming the superiority of nonmodal-basedMORmethods. Using nonmodal-based
MOR methods as the CMS-Gram method allows the user therefore either to benefit
from smaller approximation errors or to use reduced models of a smaller order with
a similar approximation quality. Therefore, it became clear that it is worth consider-
ing modern input–output-based MORmethods such as frequency-weighted balanced
truncation for industrial applications.
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2.4 Error-controlled model order reduction of an
elastic crank drive

A small-scaled, four-stroke internal combustion engine with two pistons in V config-
uration is depicted in Figure 2.17. The system consists of pistons, the crankshaft, and
piston rods connecting each piston to the crankshaft. This mechanical model of the
combustion engine is part of a multiphysics system since the gas force acting on the
pistons results from a chemical reaction. In the model of this section, the gas force
is approximated by an analytical function. As mentioned by [84], the elastic effects
which superimpose the overall rigid body movements have a significant influence on
the behavior of the crank drive.

Figure 2.17: Flexible multibody system of
a crank drive as major moving parts of a
combustion engine.

Figure 2.18: Elastic piston rod of the crank
drive. Rigid connection elements (RBE2) are
used to create an interface reduction.

Very often the mechanical parts of the crank drive are modeled as a flexible multi-
body system (FMBS) with the floating frame of reference formulation. FMBS consist
of flexible and rigid bodies which are coupled by joints and coupling elements. Ad-
vantages of FMBSs are their inherently modular fashion and the description of the
flexible motion with respect to the reference frame, which allows a linear description
of the elasticity. One single flexible body is described with a nonlinear second-order
ordinary differential equation (ODE),

[
Mf(q) MT

ef(q)

Mef(q) Me
][

a(t)
q̈(t)
] + [

0
Keq(t) + Deq̇(t)

] = [
hf(q, q̇)
he(q, q̇)

], (2.20)

which can be split into two parts: The part belonging to the motion of the floating
frame, quantities with the subscript f, and the often high-dimensional flexible part,
quantities with the subscript e, describing the linear elastic motion with respect to
the reference frame (see, e. g., [33]). The subparts of the equation of motion are ex-



2 Model order reduction in mechanical engineering | 55

plained, e. g., in [33]. The linear elastic part usually stems from a finite element de-
scription of continua. Since it is very high-dimensional, it needs to be reduced by
MOR. The procedure is made in a modular fashion. First, only the linear elastic part
of (2.20),

Meq̈(t) + Deq̇(t) + Keq(t) = Beue(t), (2.21)

ye(t) = Ceq(t) (2.22)

is considered as a second-order, time-invariant multiple-input multiple-output
(MIMO) system. All reaction, applied, and coupling forces – the latter especially
need to be taken into account due to nonlinear rigid body motion – acting on the
elastic body are considered as inputs Beue(t) and outputs ye(t) = Ceq(t) to the
elastic body. Using the Laplace transformation, the transfer matrix of the system
G(s) = Ce(s2Me + sDe + Ke)

−1Be is obtained.
For this second-order system, an appropriate subspace is generated by second-

order structure-preserving reduction techniques, e. g., by a Galerkin ansatz q(t) ≈
Vqr(t), where qr ∈ ℝn, V ∈ ℝN×n and n ≪ N . The reduced second-order MIMO sys-
tem consisting of the matrices {Me r,De r,Ke r} = VT{Me,De,Ke}V , Be r = VTBe, and
Ce r = CeV is never simulated. Instead, the calculated ansatz space 𝒱 = span(V) is
used to calculate the reduced nonlinear equations of motion for one body,

[
Mf r(qr) MT

ef r(qr)

Mef r(qr) VTMeV
][

a
q̈r
] + [

0
VTKeVqr + VTDeVq̇r

] = [
hf r(qr, q̇r)

he r(qr, q̇r)
]. (2.23)

It is worth mentioning that by this MOR procedure a perfect hyper-reduction is
achieved, i. e., the nonlinear terms in (2.23) only depend on the reduced quantities.
All quantities labeled [⋅](qr, q̇r) depend linearly or quadratically on the reduced elas-
tic quantities. Different from many other nonlinear MOR procedures, no additional
hyper-reduction scheme (see Section 2.5 of this chapter of this volume and Chapter 5
of Volume 2 ofModel order reduction) like the discrete empirical interpolationmethod
from [22] is necessary.

The quantity parts of (2.23), e. g., hf r(qr, q̇r) or he r(qr, q̇r), are called mass invari-
ants and can be calculated prior to the simulation (see, e. g., [105]). Therefore, no back
projection into the original high-dimensional space is necessary during the simula-
tion, which is one benefit of EMBS simulations.

The described procedure is applied per body, which allows for a modular setup.
The single reduced or rigid bodies are later coupled using a minimal coordinate ap-
proach or Lagrange multipliers (see, e. g., [105]).

As shown in Figure 2.17 for the crank drive example, only the piston rod is con-
sidered flexible. In other settings (see, e. g., [84]), other parts of the crank drive, e. g.,
the crankshaft are analyzed. As mentioned in [84], elastic effects and the chosen re-
duction method are important for realistic simulations for a crank drive system. Due
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to the fact that the input/output behavior is essential, special care needs to be taken
to approximate the interfaces in a correct way in the modeling and reduction process.
Nevertheless, we know that every approximation introduces an error. Therefore, we
are especially concerned to find measures for the evaluation of the error.

In the next section, a short explanation about the utilized reduction methods is
given. Afterward, the error in the frequency and time domains is analyzed. Further-
more, we will also mention some possible error estimators and error bounds. We will
finish the section with an outlook.

2.4.1 Used MOR methods

Since the piston rod undergoes only small deformations, it is modeled as a linear sys-
tem. Several linear reduction techniques can be used to approximate the elastic coor-
dinates of the piston rod, e. g.:
– Krylov method, i. e., matching the moments of the transfer function at defined

frequencies up to defined orders [42];
– Craig–Bampton, i. e., static interface constraint modes in combination with fixed

interface normal modes;
– CMS-Gram, i. e., frequency-weighted balanced truncation for the internal dynam-

ics together with static correction modes [52];
– POD-Gram, i. e., balanced truncationwithPODapproximated frequency-weighted

Gramian matrices [36].

All these methods have in common that they can be tuned for specific loading sce-
narios, e. g., by specifying frequencies in the Krylov method. In the previous section
some information about the Craig–Bampton and CMS-Gram methods is given. Fur-
thermore, the same work flow is used. For MOR of EMBS a correct consideration
of boundary conditions and static correctness are essential steps; therefore, CMS-
based or interpolation-basedmethods are favored. For systemswithmany connection
points, e. g., gearboxes, the Krylov reduction or the CMS-based reduction turns out
to be challenging. Therefore, an interface reduction is necessary very often in a first
step. Here a model-based interface reduction is performed by inserting rigid connec-
tion elements (RBE2) at the two bearings of the piston rod (Figure 2.18). The slave
nodes (nodes at the bearing seats) and the master node (the central node) behave like
a rigid body.

Due to the boundary conditions, the connecting points at the piston rod can only
move in the yz-plane. Therefore, only the inertia forces in these directions are con-
sidered as excitations in the CMS-Gram method and collocated outputs Ce = BT

e are
considered. The six static modes of the interface node between crankshaft and piston
rod correspond to the rigid body modes. For the CMS-Gram approach, the frequency
range of interest is ℐf = [0 kHz, 8 kHz].
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2.4.1.1 Results in the frequency domain

We are interested in the elastic movements; therefore, we only analyze the nonrigid
body movement, which is the elastic dynamics of the system. This neglects the er-
ror due to coupling of the rigid body movement and internal dynamics. In a first step
the separation between interface and internal nodes is conducted by a CMS-based ap-
proach, and later the Gramianmatrix is used to approximate only the internal dynam-
ics, which belongs to the internal nodes. In Figure 2.19, the transfer function of the
unreduced elastic dynamic of the piston rod is plotted. The error system Ge = G − Ḡr
with the reduced second-order system Ḡr(s) = Ce r(s2Me r + sDe r +Ke r)

−1Be r is used to
evaluate different reduction methods. As in Section 2.3, the relative error

ϵr(s = iω) = ‖G(ω) − Ḡr(ω)‖Fro/‖G(ω)‖Fro (2.24)

over the angular frequencyωmeasured in the Frobenius normofmodels reducedwith
different reduction methods is plotted in Figure 2.20. The interesting frequency range
between 0 kHz and 20 kHz is equidistantly sampled with 500 points.

Figure 2.19: Norm of the transfer function of
the unreduced (N = 7332) internal dynamic
(black) and with CMS-Gram (n = 6) reduced
internal dynamic (blue).

Figure 2.20: Different relative errors for
different reduction methods and different
reduction levels. Blue: CMS-Gram; green:
classical Craig–Bampton. Lighter colors label
models with smaller reduction size.

It can be seen that the relative error for the CMS-Gram-based reductions is smaller
than the error of the Craig–Bampton reductions.

If we compare the CMS-based approach with reduction not based on a separation
between interface and internal nodes, e. g.,modal or POD-Gram reduction, a farworse
approximation of the elastic/internal dynamics is achieved even with higher dimen-
sions. The eigenvectors of the free system have a very low correlation to the internal
dynamics. The generalized inertia forces do not excite these eigenmodes. Therefore,
they are unimportant for the problem at hand. The POD-based reduction is not tuned
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to approximate the internal dynamics. Therefore, no fair comparison is possible and
we decided not to show these results.

Typically, the error is measured in specific norms, e. g., the ℋ∞- or the ℋ2-norm
[85]. For Gramian-based reductions, an error bound based on the sum of neglected
Hankel singular values (HSVs) is available.

In Figure 2.21, the relative error in the ℋ2-norm of the internal dynamics is plot-
ted. For a reduction size of 6, only static modes are used; therefore, the CMS-Gram
and the Craig–Bampton approach behave exactly the same. Already with one more
reductionmode, the CMS-Gram approach shows better results. After 12 and 16modes,
we again see a big improvement (Figure 2.21). The Craig–Bampton reduction has a
step-like decay, some eigenmodes of the bounded system have only a minor influence
on the approximation quality. Therefore, after we achieved a reduction size of 14 no
further improvements were made with the Craig–Bampton approach. In comparison
to the Craig–Bampton reduction, the CMS-Gram-based reduction explicitly considers
the generalized inertia forces, and therefore has a more steady and rapid decay of the
error and the HSVs. A more elaborate description of this behavior is given by [51] for a
slightly different crank drive example.

Figure 2.21:ℋ2-error of the internal dynamics.

We saw that Gramian-based approximation in combination with static condensations
is favorable. However, for a large-scale system, a direct calculation of the Gramianma-
trices is not possible. Two of the many approaches to calculate Gramian matrix-based
reduction spaces are (i) the POD-based approximation of the frequency-weighted
Gramian matrices and (ii) a two-step approach in which a Krylov-based approach
calculates an intermediate size model in a first step. The reduction quality of the POD
approach depends on the location of the frequency snapshots and the Krylov-based
reduction depends on the location of the expansion points. The intermediate models
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need to guarantee an acceptable approximation quality; however, due to their large
size we cannot calculate theℋ∞-norm, theℋ2-norm, or ϵr.

2.4.1.2 Error estimators in the frequency domain

Asmentioned in [33] and [36], error estimators canbeused to gradually select goodpo-
sitions of the frequency snapshots – respectively expansion points – at the most suit-
able position and estimate the error. Different error estimators for a given frequency
range [ωmin, ωmax] are available to replace the time needed to evaluate the original
system in calculating the relative error ϵr defined in (2.24).

One possibility introduced by [42] is the replacement with a second reduced sys-
tem Ǧ. The approximation error is then estimated by the relative error between the two
reduced-order systems (see, e. g., [42]):

ϵGrimme(ω) =
󵄩󵄩󵄩󵄩Ǧ(ω) − Ḡ(ω)

󵄩󵄩󵄩󵄩Fro/
󵄩󵄩󵄩󵄩Ǧ(ω)
󵄩󵄩󵄩󵄩Fro. (2.25)

A second error estimator was introduced by [13]: Instead of using a second ROM,
the ROM from the previous iteration Ḡk−1 is used:

ϵBRK(f ) =
󵄩󵄩󵄩󵄩Ḡk(i2πf ) − Ḡk−1(i2πf )

󵄩󵄩󵄩󵄩Fro/
󵄩󵄩󵄩󵄩Ḡk(i2πf )

󵄩󵄩󵄩󵄩Fro. (2.26)

In the provable error estimator of [62], the error is separated into two complemen-
tary subspaces 𝒮Φ and 𝒮⊥ of the eigenmodes in the interesting frequency range. This
error estimator has a provable error bound for lossless systems in addition to an ex-
tension to second-order systems (see, e. g., [33]):

ϵKFD(ω) = V2(R, η, ξpmax
)󵄩󵄩󵄩󵄩KcBe − Kω(ω)V𝕃

−1
r (iω)Be r

󵄩󵄩󵄩󵄩. (2.27)

The error can be calculated efficiently by an offline-online decomposition. The term
Kc is independent of ω and V , the term Kω(ω) is independent of the reduction ma-
trix V , the term 𝕃−1r is based on reduced quantities and is further explained in [33],
and the term V2(R, η, ξpmax

) is a maximum bound of the magnification function of a
second-order elementary vibrating systemwell known in linear vibrations theory (see,
e. g., [79]).

In Figure 2.22, the different error estimators are plotted. These error estimators
could, e. g., be used in a greedy-based selection process to add new expansion points
for a Krylov subspace used for reduction or in a POD-like approximation of the second-
order frequency-weightedGramianmatrices [36]. For this example, the error estimator
ϵKFD has a slightly different behavior from the other error estimators but both share the
same form.

Mechanical systems are not very sensitive to the location of the expansion points
as other systemsmay be, especially in this example, where there is not much dynamic



60 | B. Lohmann et al.

Figure 2.22: Comparison of the three error estimators and the relative error.

in the interesting frequency range. Therefore, all of the error estimators are helpful in
automating the reduction process. Even if the absolute values of the error estimators
are not consistent with the real error, the frequency location of maximum values and
the convergence behavior of the error estimators are consistent with the real error.

2.4.1.3 Results in the time domain

In the time domain, we compare the well-established Craig–Bampton method with
a mediocre basis size of 25 to the other reduction methods with basis size of only 7
(Figure 2.23). The Craig–Bampton model of size 25 is considered as a converged ROM.
For the results an explicit first-order Runge–Kutta solver with a fifth-order automatic
time step size control for stiff ODEs (MATLAB ode15s) is used. Modal reduction shows
a phase shift and a larger error at the time of highest deformation. Despite having
no phase shift, the Craig–Bampton method with only seven basis vectors shows bad
conformance with the reference solution at the zoom-in view due to the small basis
size. Only CMS-Gramaccomplishes almost no error compared to the reference solution
with a basis size of only 7.

2.4.1.4 Error estimators in the time domain

Error bounds based on the residual

Rm(t) = MeVq̈r + DeVq̇r(t) + KeVqr(t) − Beue(t) (2.28)

between the reduced and the original model can be used to deliver a posteriori error
bounds in the time domain, which account for the current excitation. The general,
a posteriori error estimator Δ̃ of [99] for second-order mechanical systems is used in
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Figure 2.23: Deformation of one node in the z-direction for various reduction methods. The zoom-in
view shows the time of the largest deformation.

the following. It has been analyzed in [37]. We apply this error estimator to the single,
clampedpiston rod excitedwith anapproximated gas force. The true error is compared
to the error estimator in Figure 2.24 for different model reduction methods.

It is of no surprise that modal reduction with 100 modes produces the smallest
error. Looking at reductions with smaller basis size, Krylov 6 seems to have the best
results. While all other methods have a practically indistinguishable error bound, the
error estimator of Krylov 6 is two orders lower. This phenomenon still needs to be
investigated.

2.4.2 Outlook

For EMBS simulations, MOR is one essential step to create fast-to-calculate but still
convincing simulation models. If there are many inputs to the system, the interface
reductionprocess often plays a farmore critical role than the usedMOR schemes. Error
estimators in the frequency domain are helpful in automating the reduction process.
Error estimation in the time domain with a priori error bounds for coupled multibody
systems is a nontrivial task since coupling terms influence the behavior of a single
part. New strategies such as to rewrite the multibody system as DAEs to consider all
reaction forces as inputs need to be developed and rigorously tested.

With the CMS-Grammethods, a method is at hand which combines the benefit of
static correctness, with an error-based, Gramian matrix-based approximation of the
internal dynamics. Furthermore, the generalized inertia forces are considered in the
reduction process. Good results are achieved in the frequency as well as in the time
domain.
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Figure 2.24: True error Δ(t) = ‖Vqr(t) − q(t)‖2 in solid lines and the error estimator Δ̃q of the state
in dashed lines of a clamped piston rod excited with an approximated gas force; Δ̃all represents the
error estimator of all methods except Krylov 6.

2.5 Nonlinear model order reduction for a leaf spring
model

2.5.1 Nonlinear model reduction in structural dynamics

In engineering, one finds many applications where exact knowledge of the dynamic
behavior of the structures during operation is essential. This is mainly due to the fact
that the dynamics influence design goals such as fatigue, vibration comfort, or noise
emission. In this section, we present the MOR of the leaf spring of a truck. This part
undergoes large deformations in certain maneuvers like strong braking and exhibits
hence geometrically nonlinear behavior. Since the transfer path of the excitation force
goes through the spring, an accurate model of the nonlinear spring is crucial for the
dynamics assessment of the otherwise linear chassis model.

The semi-discretized equations ofmotion fromfinite elementmodels that are able
to describe the dynamics of structures with large deflections are described by equa-
tion (2.2). To reduce the computational effort, one needs to perform two steps. First,
a Galerkin projection is carried out in order to reduce the number of unknowns. As-
suming a linear viscous damping matrix, this yields

VTMVq̈r(t) + V
TDVq̇r(t) + V

Tf (Vqr(t)) = V
TBF(t). (2.29)

This approximation is similar to the projection methods used in linear model re-
duction for structural dynamics as described in Section 2.1. However, this reduction
step alone does not reduce computation time significantly. The solution time for the
leaf spring model, which will be shown below, can only be sped up 1.6 times by this
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step, despite the fact that the solution vector has been reduced from 200,000 degrees
of freedom to 100. The reason for this is the nonlinear restoring force term VTf (Vqr),
which is evaluated by an assembly of all element forces. Unlike in the reduction of lin-
ear systems, one cannot build a reduced matrix since the restoring forces are nonlin-
ear. Hence, the evaluation of the nonlinear term is the new bottleneck of the solution
process. The methods reducing the evaluation costs of this nonlinear term are called
“hyper-reduction” methods. The application of a hyper-reduction is the second step
that needs to be performed. Different hyper-reductionmethods can be found in the lit-
erature. One prominent example is the discrete empirical interpolation method [22].
Other approaches are more suitable for nonlinear structural dynamics, such as the
energy-conserving sampling and weighting (ECSW) method [31, 30] and polynomial
expansion [50], which will be used here.

2.5.2 Basis generation

One approach to get a reduction basis is the so-called POD. It is based on the singular
value decomposition qτ = UΣWT of some training displacements qτ, which usually
come from results of a time integration of the full model. The reduction basisV is then
built by stacking the first n left singular vectors into V so that V consists of the first n
columns of U .

Another approach generates the reduction matrix from two parts,

V = [V lin Vnl], (2.30)

whereV lin contains some vibrationmodesϕ of the linearized systemandVnl contains
some modal derivatives vij. The modal derivatives describe how the modeϕi changes
if the system is perturbed in the direction of another mode ϕj. A slightly modified
version of the modal derivatives are the static modal derivatives (SMD) [107, 57] that
are calculated by solving

Kvij = −∇ϕj
K(q)ϕi, (2.31)

which often perform better than the modal derivatives.

2.5.3 Hyper-reduction

2.5.3.1 Polynomial expansion

When linear materials are used, the internal force taking into account geometric non-
linear effects due to large deformations and rotations can be written using Einstein
summation convention as

f i(q) = K
(1)
ij qj + K

(2)
ijk qjqk + K

(3)
ijkl qjqkql. (2.32)
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Thus, the nonlinear restoring force vector can be described by three tensors K (1),K (2),
and K (3).

Applying a Galerkin projection with the reduction basis V , one gets

(VTf (Vqr))i = K̄
(1)
ij qr,j + K̄

(2)
ijk qr,jqr,k + K̄

(3)
ijkl qr,jqr,kqr,l, (2.33)

with

K̄ (1)ij = (V
T)ik K

(1)
kl V lj,

K̄ (2)ijk = (V
T)il K
(2)
lmn VmjVnk ,

K̄ (3)ijkl = (V
T)im K (3)mnop VnjVokVpl.

Therefore, one only needs to identify K̄ (1), K̄ (2), and K̄ (3) to get a reducedmodel whose
nonlinear term can be evaluated very fast. For the computation of these three tensors,
several techniques exist which can be classified as intrusive and nonintrusive meth-
ods. Intrusive methods identify the tensors by computing the coefficients on element
level [92, 106] requiring access to the element formulation inside the finite element
code. Nonintrusive methods, however, do not require the element formulation and
can hence be used with commercial finite element software, where the access to inter-
nal computations is limited. Some techniques identify the tensors by prescribing dis-
placements and evaluating the resulting nonlinear forces [80, 61], others by prescrib-
ing forces and evaluating displacements [74]. The implicit condensation and expan-
sionmethod [50] computes both polynomial tensors and the reducedbasis in one step.
In our case study, we use the nonintrusive identification as proposed in [101, 86, 87],
which uses multiple evaluations of the reduced tangential stiffness matrixK(q) at dif-
ferent displacements.

2.5.3.2 Energy-conserving sampling and weighting

Another approach is the ECSWmethod [31, 30], which is based on a reduced assembly
of a subset of the elements and extrapolates their contribution to the full force vector:

VTf (Vqr) = ∑
e∈E

VTLTe f e(LeVeqr) ≈ ∑
e∈Ẽ⊂E

ξeV
TLTe f e(LeVeqr). (2.34)

The matrix Le is a Boolean mapping matrix from the local degrees of freedom of ele-
ment e to the global degrees of freedom and ξe are positive weights for extrapolation.
The weights ξe and the element subset Ẽ are chosen by using training displacements
for which the virtual work of the restoring force in the direction of the reduction basis
shall be retained in the hyper-reduced model. As in the POD, these training displace-
ments are often computed from simulations of the high-dimensional model. Another
approach to gain training displacements is presented in the next section, since per-
forming full simulations is numerically expensive.
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2.5.3.3 Nonlinear stochastic Krylov training sets for ECSW

Analternative approach to build training vectors for ECSW,which avoids the full simu-
lations, is called nonlinear stochastic Krylov training sets (NSKTS), proposed in [100].
The idea of this method is to build a subspace whose vectors are able to approximate
the nonlinear force vector f . If the viscous damping term D is neglected, one finds

Mq̈(t) + f (q(t)) = B F(t)⇝ f ∈ span(B, Mq̈(t1),Mq̈(t2), . . . ,Mq̈(tn)).

As the accelerations q̈(ti) are unknown, an approximation for the subspace described
above must be made. In the NSKTS, the subspace is approximated with the Krylov
subspace

Fkry = span{B,MK−1B, (MK−1)2B, . . .} = 𝒦(MK−1,B), (2.35)

which is orthogonalized and normalized so that FTkryK
−1Fkry = I.

Then, some random vectors f τNSKTS living in this Krylov subspace are generated
and applied as external force to the nonlinear static problem

f (q(k)τ ) = kf
τ
NSKTS, k ∈ (0, 1].

This equation must be solved by a nonlinear solver such as Newton–Raphson. The
training set is then built by saving the solution q(k)τ for some load steps k for each ex-
ternal force f τNSKTS as training vector. This procedure reduces the computation cost for
obtaining a set of training vectors by avoiding direct time integration of the fullmodel.
All steps can also be carried out in the reduced subspace spanned by V . This has the
advantage that the nonlinear static problems can be solved faster and the resulting
training vectors live in the subspace of the displacements for the ROM [100]. There are
no a priori error estimates for theNSKTSmethod and, therefore, the necessary number
of training vectors is evaluated by varying its number and checking the convergence
of the solution.

2.5.4 Case study: leaf spring

In the following, the results of the reduction of a truck chassis leaf spring are sum-
marized. The case study is carried out with the Finite Element Package AMfe, devel-
oped by the Chair of AppliedMechanics at Technical University ofMunich. The code is
available at https://github.com/AppliedMechanics/AMfe. The full study is published
in [101].

Figure 2.25 shows the leaf spring, which consists of two leafs (top and bottom),
a central fixture that joins the leafs, and two rubber pads that keep the distance be-
tween the leafs at the ends. The front eye is fixed with the frame via a joint allowing
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Figure 2.25: Leaf spring obtained from [101] consisting of two leafs, rubber pads, and central fixture.

rotations about the y-axiswhile the rear eye allows both rotations about the y-axis and
a translation in the x-direction. The rubber pads are fixed with the top leaf and have a
sliding contact with the lower leaf. The model is meshed with 85,762 linear elements
(tetrahedrons and hexahedrons). A load case is applied that stems from a multibody
simulation of a brake maneuver. Time-varying forces and loads are applied on the top
of the central fixture.

We compare the simulation time and accuracies of a simulation with 1,500 time
steps carried out with a generalized α scheme (ρ∞ = 0.8). As accuracy measure we
define the relative error

RE =
√∑i Δq(ti)TΔq(ti)

√∑i qref(ti)Tqref(ti)
⋅ 100% with Δq(ti) = q(ti) − qref(ti). (2.36)

We compare two kinds of errors: First, the error of the Galerkin projection, where the
non-hyper-reduced but projected system is comparedwith the full solution (REf ), and,
second, the error of the hyper-reduction, where the hyper-reduced solution is com-
pared to the non-hyper-reduced but projected solution (REhr).

Table 2.2 lists the relative errors and simulation times for different simulations.
The wall time for a full simulation run with 216,499 degrees of freedom is 40,022 s
(≈ 11 h). As reduction basis, 100 basis vectors consisting of 40 vibration modes and
60 static modal derivatives are chosen. One can see that only a small speedup of 1.66
is gained while the error is quite small. To further speed up the simulation, hyper-
reduction is needed.

Therefore, two hyper-reduction methods are considered. First, the ECSW is car-
ried out with 160 nonlinear stochastic Krylov training sets. The hyper-reduced mesh
is shown in Figure 2.26. Only 816 elements are evaluated while the relative error of the
hyper-reduction is 0.13%. The hyper-reduced model gains a speedup of 38.23 com-
pared to the full simulation. Second, the polynomial expansion is carried out. The
identification of the tensor coefficients needs 28,856 s (≈ 8h), but the hyper-reduced
model has a wall time of just 113 s, which is a speedup of 354.18 compared to the full
simulation. Since themodel has a linear elasticmaterial and the nonlinear strainmea-
sure is quadratic in q, the cubic polynomial expansion of the internal restoring force
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Table 2.2: Errors and speedup rates of the different reduction techniques for the leaf spring example
obtained from [101].

Reduction method DOFs Elements REf [%] REhr [%] tw [s] Speedup [−]
full 216,499 85,762 – – 40,022 –
Modes & SMDs 100 85,762 0.68 – 24,127 1.66
Modes & SMDs + ECSW with
NSKTS

100 816 0.78 0.13 1047 38.23

Modes & SMDs + polynomial Exp. 100 – 0.68 0.00 113 354.18

Figure 2.26: Hyper-reduced mesh obtained from [101]. The reduced mesh consists of 816 elements
that have different weights ξ .

(2.32) is exact. Hence, the relative error of the polynomial expansion hyper-reduction
method is zero in this case.

2.5.5 Conclusion

The geometric nonlinear leaf spring has been reduced by a reduction basis of dimen-
sion 100. The reduction basis has been computed by using the properties of the sys-
tem without the need for results from full dynamic simulations. The combination of
40 vibration modes and 60 static derivatives leads to accurate results although the
full model has 216,499 degrees of freedom. Then, two different hyper-reduction tech-
niques, ECSWandpolynomial expansion, are carried out. Nonlinear stochastic Krylov
training sets are used for ECSW which avoid full simulation runs and lead to rela-
tive small reduction costs of about 73 minutes. The ECSW-reduced model leads to a
speedup factor of 38.23. The polynomial expansion gives the best speedup, which is
about 10 times higher thanwith ECSW,while the reduction time ismuch higher (about
8 h). Thus, one can conclude that polynomial expansion is best suited if offline costs
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do not matter or if one needs to run many simulations or many time steps with the
reduced model. However, the polynomial (cubic) expansion is only valid for models
with linear elastic materials. Another issue is the computational cost andmemory de-
mand for the identification of the polynomial coefficients. Both depend highly on the
dimension n of the reduction basis, since they increasewith𝒪(n4). In our test case, the
reduction basis of dimension 100 was suitable. For models requiring a larger reduced
basis, hyper-reduction using the ECSW is a good option.
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3 Case studies of model order reduction for
acoustics and vibrations

Abstract: This chapter presents several case studies to illustrate specific aspects in
setting up reduced-order models of acoustic and vibration models in mechanical ap-
plications. Modal truncation approaches have been a provenworkhorse for over half a
century in civil andmechanical engineering, but, formany (recent) applications, these
techniques are too limited. Inmechanical engineering,model users are interested in a
range ofmodel applications: frequency and time domain, linear and nonlinear, single
domain and multiphysics, etc. This broad range of applications makes it particularly
challenging to devise appropriate reduced-order model schemes, as a scheme for one
model use might be completely inadequate for other applications. Krylov methods for
example have been a go-to technique inmany domains, but face particular challenges
in mechanical finite element models as the system’s eigenvalues lie along the imagi-
nary axis and the high frequencies are irrelevant for a givenmesh size from a physical
perspective. In the current chapter we explore these particularities for different types
of mechanical models and simulation purposes, in order to surface several good prac-
tices and points of attention when applying model order reduction on these models.
We bring together two different viewpoints: the application of model order reduction
from a purely mathematical point of view and the physical interpretation of models
and expected properties of reduced-order models based on physical arguments from
the field of mechanics. While we touch upon a range of novel model order reduction
techniques, we do not discuss parametric model order reduction as it is expected that
the presented guidelines can be exploited in parametric problems without additional
specific concerns.
Keywords: Model order reduction, acoustics and vibrations, finite element method,
structure-preserving methods, nonlinear frequency dependency

MSC 2010: 65F50, 65F15, 65F30, 65Z05

3.1 Overview of mechanical vibration and acoustic
applications and models

3.1.1 Introduction
The modeling of the vibrational and acoustic behavior of physical systems is far from
trivial. In a general coupled vibro-acoustic system, in which a structure and acoustic
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cavitiesmutually interactwith each other, the systembehavior is typically determined
by the coupled response of each of the components, often requiring an accurate rep-
resentation of the interface. For acoustic simulations, the frequency range of interest
typically runs up to 20 kHz. In real life, however, this range cannot be covered due
to the limitations of the current computer-aided engineering tools. Moreover, there
is a significantly different response in different frequency regions. In general, three
different frequency regions can be identified, also visualized in Figure 3.1, which are
typically problem-dependent:
Low-frequency range In the low frequency-range, the characteristic length of the

problem under study is smaller than or in the same order of magnitude as the
dominant physical wavelengths in the dynamic response. In this frequency range,
the response of the system is determined by well-separated eigenvalues or modes
and can be predicted by means of deterministic approaches. For vibro-acoustic
problems, element-based techniques, such as the finite element method (FEM)
[62] and the boundary elementmethod [57] aremost commonly applied. Element-
based approaches divide the problem domain or its boundary into a large number
of small elements. Inside these elements, the field variables are approximated us-
ing simple, often polynomial, functions. As wavelengths shorten with increasing
frequency, the element size also needs to decrease to diminish the effect of inter-
polation and pollution errors [21, 34]. As a consequence, the number of degrees of
freedom increases, as does the size of the system matrices, limiting the practical
use of element-based approaches to lower-frequency applications.

High-frequency range When the characteristic length of the problem under study is
much larger than the dominant physical wavelengths in the dynamic response,
the considered problem is situated in the high-frequency range. Typically, the
modal density andmodal overlap are high and the system is very sensitive to small
variations in for instance material properties and geometrical details. As small
variabilities are inevitable in real-life applications, the response of one nominal
system loses its meaning. As a result, the spatially averaged response of a number
of realizations is of interest togetherwith its variance. In this frequency range, sta-
tistical techniques are applied; for instance the statistical energy analysis (SEA)
[32] is often used for vibro-acoustic analysis. The SEA divides the problemdomain
into a small number of subsystems in which a spatially averaged estimate of the
energy level is obtained. SEA is computationally not demanding, but relies on a
number of assumptions, such as for instance a high modal overlap and an ener-
getic similarity of the different subsystems. Since these assumptions are only met
above a certain frequency limit, the method is restricted to the high-frequency
range.

Mid-frequency range In-between the low- and the high-frequency range, a fre-
quency band exists for which it is stated that currently no mature and adequate
prediction techniques are available. However, for many applications, this mid-
frequency gap coincides with the frequency range where the human perception
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Figure 3.1: Typical frequency response function of weakly damped mechanical vibrational system
[56].

and hearing is highly sensitive. Therefore, solutions are sought to bridge (part
of) this gap. One approach is to increase the frequency range of the deterministic
approaches by increasing the size of the resulting models. Here, amongst others,
model order reduction can be an important enabler.

This chapterwill focus onmodel order reduction techniques for vibrational andacous-
tic systems in the low- to mid-frequency range. Typically, these finite element models
of vibrational and acoustic systems result in a system of second-order ordinary dif-
ferential equations with large, but sparsely populated system matrices that allow for
efficient solution algorithms. If no complex damping treatments are considered, the
obtained models are linear and frequency-independent. Finite element models can
easily be represented as linear state-space systems. The system matrices of a bound-
ary element model are in general smaller (as only the boundary of the domain has
to be discretized into elements resulting in a substantially lower amount of degrees
of freedom) than their finite element counterpart. However, the boundary element
matrices are fully populated and have a rather complex frequency dependence. For
this reason, it is not straightforward to convert boundary element equations to a time-
domain equivalent. This sometimes makes this approach inadequate for engineering
applications.

Given the properties listed above, the maturity and the widespread industrial use
of the FEM make it very accessible for practical problems. This is why only finite ele-
ment models are considered in this chapter.

Besides component model analysis acceleration, reduced-order vibrational and
acoustic models are a key enabler for many integrated simulation applications. In
flexible multibody simulation, reduced-order vibrational component models are ex-
ploited in order to allow for the inclusion of coupled body flexibility in a mechanical
system level context, as discussed in Chapter 2 of this volume. The analysis and design
of newmaterials requiresmultiscale simulationwheremodel reduction has the poten-
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tial to allow to bridge these different scales in a fully coupled framework [61]. Overall,
these reduced-order model (ROM) approaches can be considered as a key enabler for
current and future applications where vibro-acoustic models need to be evaluated in
a broader system-level performance context.

3.1.2 Mathematical models of vibrational, acoustic, and
vibro-acoustic systems

3.1.2.1 Vibrational problem definition

By combining constitutive equations based on Hooke’s law, which expresses that the
relationship between stress and strain is linear, andmomentum equations, the elastic
wave equation is obtained [5]:

ρ𝜕
2u⃗
𝜕t2
= (λL + 2μL)

󳨀→󳶚(󳨀→󳶚 ⋅ u⃗) − μL
󳨀→󳶚 × 󳨀→󳶚 × u⃗ + ⃗Fb, (3.1)

in which u⃗ describes the solid displacement in the three spatial dimensions, ⃗Fb is the
body force per unit volume acting on the solid, and λL and μL are the Lamé coefficients
of the isotropic material.

For some commonly encountered geometries in vibrational problems, this elastic
wave equation can be simplified. If the geometrical domain is much smaller in one
direction than the other two, Kirchhoff–Love plate theory [51] can be applied, consid-
ering only bending due to transverse loads for plates subject to small deformations. It
is explicitly assumed that straight cross-sections remain straight under deformation,
including no shear effects. In this case, the equation of motion is given by

D(𝜕
4u
𝜕x4
+ 2 𝜕

4u
𝜕x2𝜕y2
+
𝜕4u
𝜕y4
) = −ρ𝜕

2u
𝜕t2
+ Ft , (3.2)

where u is nowonly the (scalar) transverse displacement, x and y describe the in-plane
location, Ft is the transverse load expressed as a force per unit area, ρ is the mass per
unit area, and D is the plate bending stiffness, defined as

D = Eh3

12(1 − ν2)
, (3.3)

where h is the plate thickness, E is the plate material Young’s modulus, and ν is its
Poisson’s ratio. As the Kirchhoff–Love plate equation (3.2) is a fourth-order differential
equation, two boundary conditions have to be applied at each location on the bound-
ary to have a well-posed problem. Commonly applied boundary conditions are free
edges, clamped edges, and simply supported edges. Next to plates, often shells are
applied. The difference with plates is that for shells also in-plane deformations and
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stresses are modeled. These types of models are often used to represent thin-walled
structures, increasing computational efficiency. Thin-walled structures are often en-
countered in vibro-acoustic applications. Shell structures are in general quite stiff in-
plane, andmore flexible out-of-plane. These types of structural models are typical for
mechanical and civil engineering applications and are not often encountered in other
disciplines. They moreover tend to couple strongly to the acoustic domain.

3.1.2.2 Acoustic problem definition

The constitutive equation in acoustics is the so-called acoustic wave equation:

󳨀→󳶚
2
p − 1

c2
𝜕2p
𝜕t2
= −ρ0
𝜕q
𝜕t
, (3.4)

which has to be solved in order to obtain the sound pressure p(x, y, z, t) in a given
system, being the pressure perturbation around the ambient reference state p0. In this
equation, 󳨀→󳶚

2
is the Laplace operator which is defined as 󳨀→󳶚

2
= 𝜕2𝜕x2 + 𝜕2𝜕y2 + 𝜕2𝜕z2 , ρ0 is the

ambient fluid density, q is the flow rate (m3/s) of an acoustic volume source, and c is
the speed of sound, defined as

c = √
γp0
ρ0
, (3.5)

where γ is an inherent property of the studied gas, being the ratio of the specific heat
capacity for constant pressure and the specific heat capacity for constant volume.

The acoustic wave equation (3.4) assumes that the fluid behaves as an ideal gas,
that pressure changes in acoustics are adiabatic, and that the fluid flow is inviscid.
More details can be found in, e. g., [13].

Acoustics are often studied in the frequency domain. Assuming a time-harmonic
e𝚥ωt-dependence of the dynamic quantities and excitations, the inhomogeneous
Helmholtz equation is retrieved [43]:

󳨀→󳶚
2
p(ω) + k2p(ω) = −𝚥ρ0ωq(ω), (3.6)

where

k = ω
c
=
2πf
c

(3.7)

is the acoustic wavenumber at frequency f . The acoustic wavelength λ is defined in
terms of the speed of sound and the frequency as

λ = c
f
. (3.8)
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The Helmholtz equation (3.6) is a second-order differential equation, meaning that
one boundary condition has to be specified at each point of the boundary in order to
obtain a well-posed problem. Typically, for bounded acoustic problems, Neumann,
Dirichlet, and Robin boundary conditions are applied.

3.1.2.3 Vibro-acoustic coupling

When strong vibro-acoustic coupling is considered, it is assumed that vibrations in-
duce acoustic waves, but that the acoustic field in turn also excites structural vibra-
tions. This is often the case for closed cavities and thin-walled structures, as often
encountered in mechanical applications like car interior cavities. In a coupled vibro-
acoustic system, the pressure field p in the acoustic domain and the elastic displace-
ments u⃗mutually affect each other on the wetted interface:
– the structural out-of-plane velocity u̇on thewetted structure is seen as an imposed

velocity for the acoustic domain;
– the acoustic pressure field p on the wetted structure is considered as a distributed

load on the structural domain.

3.1.3 Finite element modeling and discretization

3.1.3.1 General formulation

The modeling procedure of the FEM can be applied to any general set of (coupled)
differential equations. In a first step, the problem domain is discretized into a large
number of small elements which are interconnected by a network of nfe nodes. Each
field variable vi( ⃗r) at location ⃗r is approximated in each of the elements by a solution
expansion v̂i( ⃗r) in terms of nfe (polynomial) shape functions Nfi :

vi( ⃗r) ≃ v̂i( ⃗r) =
nfe
∑
fi=1Nfi ( ⃗r)vfi

= Ni( ⃗r)vi. (3.9)

The nodal values vfi belonging to each of the nfe nodes are gathered in the vector of
the (generalized) degrees of freedom vi. The row vector ⃗Ni collects the nfe shape func-
tionsNfi . These shape functions only have a nonzero value inside the element towhich
they belong.Moreover, each shape function has a value of 1 for only one degree of free-
dom of the element and is zero at all others. The polynomial shape functions do not
exactly satisfy the differential equations describing the physical problem to solve, nor
the imposed boundary conditions. Typically, a weighted residual formulation is ap-
plied, and these errors are orthogonalized with respect to a set of weighting functions
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and minimized. In the FEM, typically a Galerkin-weighted procedure is applied, ex-
panding the weighting functions in terms of the same locally defined shape functions
as for the field variables.

The FEMapproach allows to generatemodels for the structural and acoustic prob-
lem in both the time and the frequency domain with a total of n degrees of freedom.
For the time-domain simulation, the resulting (semi-discretized) model is obtained
as

Mẍ + Cẋ + Kx = f, (3.10)

with K ∈ ℝn×n being the stiffness matrix, C ∈ ℝn×n being the damping matrix,
M ∈ ℝn×n being the mass matrix, and ẍ and ẋ representing respectively the first
and second time derivatives of the nodal time-domain degrees of freedom x ∈ ℝn,
with external (time-domain) loads f ∈ ℝn.

In the frequency domain, the resulting discretized model becomes

(K + 𝚥ωC − ω2M)x = f, (3.11)

withx and fnow represented in the frequency domain. In general vibro-acoustic prob-
lems, the model matrices K, C, andM can moreover be frequency-dependent as well.
In the remainder of this chapter we will mainly focus on this frequency-dependent
problem, as many of the time-domain aspects have been covered already in Chapter 2
of this volume. Nevertheless, several additional points are raised, specifically focus-
ing on converting these frequency-domain models into equivalent time-domain mod-
els.

3.1.3.2 Properties

The discretization strategy of the FEM and the use of simple polynomial interpolation
functions has its advantages and disadvantages. In practice this approach leads to the
following general characteristics:
Problem discretization and degrees of freedom The finite element approach di-

vides the problem domain into a large number of small elements. The degrees of
freedom in an finite elementmodel are the nodal values of the field variables, and
inside the elements, the dynamic field is approximated using simple polynomial
shape functions. As frequencies of interest increase andwavelengths shorten, the
finite element mesh needs to be refined to retain a sufficient accuracy as driven
by interpolation and pollution errors [21, 34]. Practically, for linear elements,
a rule of thumb is to apply at least 10 element per wavelength. Calculations at
higher frequencies than considered by this rule of thumb for a given mesh can be
considered erroneous and are physically not meaningful.
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Problem geometric complexity Due to the fine discretization typically necessary to
capture the wavelengths, the FEM has almost no restrictions regarding the geo-
metrical complexity, as the elements are required to be small anyhow.

Systemmatrix properties In general, for undamped, viscously damped, or propor-
tionally damped structures, the system matrices of the uncoupled acoustic and
structural finite element model are real-valued, large, frequency-independent,
symmetric, and sparsely populated with a banded structure. These properties
allow for an efficient storage, solution, and reuse of the matrices for different
frequencies [62].

Computational performance Although the finite element matrices are in general
sparse and symmetric, because of the large number of finite element degrees of
freedom, the solution of the finite element models is still computationally de-
manding. The CPU time required to build and solve the system is proportional
to nΔ2, with n being the number of degrees of freedom for the FEM and Δ being
the bandwidth of the system matrix.

3.1.3.3 Vibro-acoustic coupling

The uncoupled acoustic and structural subproblem result in systems of equations of
the format presented in equations (3.10)–(3.11), in which the primary variables for the
acoustic domain are the nodal pressure vector p and for the structural domain the
structural displacement vector u. By accounting for the coupling conditions between
both domains, the following finite element system of equations is obtained in the fre-
quency domain:

([
Ks Kc
0 Ka
] + 𝚥ω [Cs 0

0 Ca
] − ω2 [

Ms 0
−ρ0KT

c Ma
])[

u
p
] = [

fs
fa
] , (3.12)

where the subscripts a, s, and c denote the uncoupled acoustic and structural system
matrices and the coupling matrices, respectively. Equation (3.12) can be written more
compactly as

(Kup + 𝚥ωCup − ω
2Mup)xup = fup, (3.13)

where the subscript up refers to the use of the structural displacements and acous-
tic pressure as primary field variables in the structural and acoustic subproblems, re-
spectively. This system of equations has the same shape as the uncoupled structural
dynamic and acoustic finite element models. The coupled system matrices are still
sparse and frequency-independent [15]. It is worth noting that the coupled stiffness
matrix Kup and mass matrix Mup are no longer symmetric due to the presence of the
coupling matrix Kc.
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3.2 General comments on model order reduction for
vibrations

3.2.1 Choice of linear system solver

Before we dive into model order reduction methods, a comment on the solution of a
sparse linear system is in order. The linear system of equation (3.11) is usually hard
to solve by an iterative method, even for low frequencies. The condition number of
the frequency-dependent system matrix is usually high and the matrix is often far
from definite. An additional difficulty is that classical preconditioners, such as multi-
grid and incomplete factorizations, are often only reliable when specific mathemati-
cal properties are satisfied, such as (positive) definiteness or the M-matrix property.
The literature proposes techniques to overcome this difficulty by applying these pre-
conditioners to another, modified system matrix that is more favorable to precondi-
tioning. For undamped acoustics (C = 0), the incomplete factorization was applied
to K + α2M [33] with an optimal choice of α, which is currently known as the shifted
Laplace preconditioner. For damped acoustics with nonzero C, one could apply the
preconditioner to K + 𝚥ωC + ωC + 2𝚥ω2M (e. g., see [36]).

We now present numerical examples to illustrate properties of direct methods,
i. e., methods based on a sparse lower-upper (LU) factorization, and preconditioned
Krylov solvers. Consider the numerical example from [35] with the three-dimensional
mesh shown in Figure 3.2a. The matrix K −ω2M is real symmetric, is of order 140,228,
and has 1,822,668 nonzero elements. The LU factorization of K − ω2M using MUMPS
[40] on a Dell Latitude 6400 required 13 seconds in 2009. The construction of a Krylov
basis of dimension 50by theLanczosmethod (excluding theLU factorization) required
15 seconds. This shows that the factorization cost is highly dominant. Consider an-
other example from [36], which is a finite element problem with spherical infinite el-
ements. The mesh is given in Figure 3.2b. The systemmatrix in (3.11) is nonsymmetric
and complex-valued. The order is 72,976 and the matrix contains 1,541,904 nonzero
elements. Timings on a Dell Latitude 6400 in 2009 showed that the direct solve with
MUMPS required 119.13 seconds (LU factorization and forward and backward solve).
BiCGStab with the ILU preconditioner from [36] required 52.20 seconds at a frequency
of 200Hz and 103.71 seconds at 500Hz. It iswell known that iterativemethods perform
typically badly for higher frequencies, which is confirmed by this experiment.We also
see that direct methods are competitive with iterative ones for this problem.

In our experience, iterative methods are not competitive with direct methods for
most applications in finite element (vibro-)acoustics. Therefore, the use of a direct
linear solver is very common in model order reduction. For a direct linear solver, the
highest cost is the sparse LU factorization. Once the LU factorization is performed, the
solve cost is only a fraction, typically 10%or less, of the factorization cost. For this rea-
son, themethods based on Krylov and rational Krylov sequences are very popular and
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Figure 3.2:Meshes for linear solver benchmarks.

by far themost efficientmethods in terms of computational cost, since they reduce the
number of matrix factorizations. In practice, it implies that methods such as the dom-
inant pole algorithm, the iterative rational Krylov algorithm (IRKA) [2], and variations
on these methods are only used for models of relatively small scale. Unfortunately,
Krylov methods usually lead to larger orders of the ROM for the same accuracy than
balanced truncation or IRKA.

3.2.2 Frequency limitation

For model order reduction, one should be aware of the fact the mesh is only valid
for a limited frequency range. This is another reason why (rational) Krylov methods
are popular, as they focus on a limited interval on the 𝚥ω-axis. Sometimes, the high-
frequency eigenvalues of the discrete model are the most dominant ones, so that de-
fault implementations of methods such as the dominant pole algorithm, balanced
truncation, and IRKA cannot be used. However, there aremodifications of thesemeth-
ods that limit the frequency range as well. For the dominant pole algorithm, it is suffi-
cient to modify the definition of dominance, taking into account the frequency limita-
tion [49]. For balanced truncation the frequency limitation can be taken into account:
In [7], the right-hand side of the Lyapunov equation is modified in such a way that the
high-frequency content is filtered out. However, the obtained ROM may no longer be
stable.

3.2.3 Modal approximation

For the order reduction of mechanical models, modal approximation approaches
have been very popular over the past decades both in research and engineering prac-
tice. These approaches are based on the practical observation that the response of
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a mechanical second-order system is typically dominated by its lowest-frequency
modes. This is the result of the dynamics stiffness increasing considerably for higher-
frequency modes, resulting in small-amplitude contributions to the overall response.

In its most basic version this approach uses a set of free-free eigenmodes V of the
undamped model for the reduced-order basis [24]:

(−Msω
2
i + Ks)Vi = 0, ∀ωi ≤ ωmax, (3.14)

where Vi is the modal shape vector at pulsation ωi. An important benefit of this ap-
proach is the inherent inclusion of the limited frequency range in which the model
discretization is valid. However, this basic approach tends to lead to poor accuracy
as it does not account for the particular interface conditions of the model. In order to
robustify with respect to these conditions, a range of extensions have been proposed
which augment the initial modal basis with specific interface modes. The best-known
reduced-order basis in this framework is the component mode synthesis approach
[16]. However, over the years many authors have proposed a range of approaches
which fit this framework [12].

A major reason why these approaches tend to be popular in practice is the clear
physical interpretation of these ROMs. This if often important because practicing en-
gineers tend to prefer approaches which they understand, as the ROM setup typically
requires tuning for different applications. However, these methods also suffer from
two important drawbacks:
– No reliable error estimators exist formodal approximation approaches, leading to

tedious tuning by the user to achieve the desired accuracy.
– The computation of the free-free modes can be expensive for-large scale models.

This can limit the overall gains in themodel evaluation timewhenalso accounting
for the MOR setup time.

As a result of these drawbacks, they are not discussed in more detail in the remainder
of this chapter. Nevertheless, these modal reduction approaches are still very popular
in practice. They moreover serve as inspiration for a range of novel nonlinear model
order reduction schemes like the modal derivative approach for nonlinear problems,
as discussed in Chapter 2 of this volume.

3.2.4 Rational Krylov methods

For the sake of notation, let us repeat the idea of Krylov methods from [9, Chapter 3]
and their mathematical and algorithmic properties important for this chapter. Con-
sider the following linear (descriptor) state-space model in the Laplace variable:

𝔸x − s𝔼x = b, (3.15)
H = cTx,
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where 𝔸,𝔼 ∈ ℝñ×ñ, b, c ∈ ℝñ with ñ large. (Rational) Krylov methods build a basis of
dimension k, which we denote by matrix V ∈ ℂñ×k, for the column space of

[Km1
((𝔸 − σ1𝔼)

−1𝔼, (𝔸 − σ1𝔼)−1b), . . . ,Kmp
((𝔸 − σp𝔼)

−1𝔼, (𝔸 − σp𝔼)−1b)],
with Km(𝕋,b) the orderm Krylov matrix

Km(𝕋,b) = [b,𝕋b, . . . ,𝕋
m−1b].

This sequence uses p different shifts, the i-th shift with multiplicity mi. Now letW ∈
ℂn×k be an arbitrary rank k matrix. The order k ROM

�̂�x̂ − s�̂�x̂ = b̂, (3.16)
Ĥ = ĉT x̂,

with �̂� = WT𝔸V, �̂� = WT𝔼V ∈ ℂk×k, and b̂ = WTb, ĉ = VTc ∈ ℂk, has the following
moment matching properties:

dj

dsj
Ĥ(σi) =

dj

dsj
H(σi), j = 0, . . . ,mi − 1, i = 1, . . . , p.

If, in addition, the columns ofW span the adjoint space

[Km1
((𝔸 − σ1𝔼)

−T𝔼T , (𝔸 − σ1𝔼)−Tc), . . . ,Kmp
((𝔸 − σp𝔼)

−T𝔼T , (𝔸 − σp𝔼)−Tc)],
the ROM (3.16) has the following moment matching properties:

dj

dsj
Ĥ(σi) =

dj

dsj
H(σi), j = 0, . . . , 2mi − 1, i = 1, . . . , p.

The advantage of Krylov methods is that the poles can be chosen so that
1. the limitation to a frequency range is respected; and
2. the number of large-scale LU factorizations is small (in this case p).

The downside of the IRKA [2] and the dominant pole algorithm [46] is the large compu-
tational cost due to a large number of sparse LU factorizations. In fact, if the number
of factorizations is as large as the number of points required by a POD approach for
the frequency axis, there is no interest in using such methods. Greedy methods (see
[10]) do not guarantee the same approximation error asℋ∞- andℋ2-minimization of
the error, but they require fewer matrix factorizations.

Themain disadvantage of a Krylovmethod is that, in general, stability is not guar-
anteed. We will see in Section 3.5 an application for which stability is guaranteed. An-
other disadvantage is that the size of the reduced model may not be minimal for the
same accuracy as balanced truncation. Krylovmethods are popular because they pro-
duce a reasonably good reduction in a relatively low computational time for the ROM
setup. As an extension, the obtained ROMs can be further reduced by balanced trun-
cation, e. g., [26], in order to mitigate the high setup cost of the balanced truncation
model on a high-order model. We give other examples in Section 3.4.4.
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3.2.5 Concept of linearization

The standard approach for mapping the second-order matrix polynomial in (3.11) to
a linear form is called linearization. Linearization allows to use model order reduc-
tionmethods for linear models as in (3.15). Best known is the companion linearization.
It doubles the dimension of the state space, but the system is linear and produces
the same transfer function as the system with quadratic frequency dependency. Sys-
tem (3.11), with output H = cTx, can be rewritten as the linear model

([
K 0
0 I
] + 𝚥ω [C M

−I 0
]) [

x
𝚥ωx
] = [

f
0
] , (3.17)

H = [c
0
]
T

[
x
𝚥ωx
] .

Any method for linear systems can be used for reducing (3.17). It should be noted that
the state vector now has two components: x and 𝚥ωx. The Krylov vectors now have
length ñ = 2n. However, due to the structure of the state space the memory cost of the
iteration vectors can be halved [3].

Linearizations are alsoused for other polynomial, rational, or even fully nonlinear
dependencies on the frequency. Efficient implementations of Krylov methods (one-
and two-sided) rely on a similar property as the state vector of second-order problems
[53, 30]. We will give more examples in Section 3.4.

3.3 Structure-preserving model order reduction
In many cases, it may be important to have a ROM that respects the structure of the
large-scale model. Such structures can take various forms: real matrices, symmet-
ric matrices, polynomial frequency dependence, and so on. For example, the typical
structure for frequency-domain vibration analysis is the form of (3.11). Finding a ROM
of exactly the same structure (symmetric matrices, quadratic frequency dependence)
may be beneficial for keeping spectral properties, e. g., but also to physically interpret
the ROM.

3.3.1 Quadratic frequency-domain structure

In this section, we discuss the exploitation of quadratic structure as in (3.11). The
choice of ROMdepends on its purpose. If themodel is to be coupledwith othermodels
in the time domain, a linear model is usually preferred, since the connection with the
time domain is straightforward. For reliable time-domain simulation a stable model
(which mechanical systems inherently are) is required, but this is not always the case
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for the ROM. By respecting the quadratic structure, the stability can sometimes be
guaranteed.

For second-order systems (3.11), Krylov methods rely on linearization (3.17). As-
sume that the reducedmodel is obtainedbyprojectionof (3.17) on subspace𝒱 spanned
by the columns of the full-rank matrix V ∈ ℂ2n×k . Decompose

V = [V1
V2
] , V1,V2 ∈ ℂ

n×k .
LetVbe computedby an interpolatorymodel order reductionmethod, i. e., a (rational)
Krylov method, on (3.17). Interpolation at ω = ωi implies that x(ωi) is spanned by the
columns of V1 and 𝚥ωix(ωi) by the columns of V2. This suggests that there is a strong
connection betweenV1 andV2. Indeed, second-order Arnoldi (SOAR) [3] and two-level
orthogonal Arnoldi [31], for example, exploit this property and express Vi = QUi, i =
1, 2, withQ ∈ ℂn×ℓ,Ui ∈ ℂ

ℓ×k, where ℓ ≤ k. Instead of building a linear reducedmodel,
one might, as in SOAR, compute a second-order reduced model by projection on the
column span of Q:

(K̂ + 𝚥ωĈ − ω2M̂)x̂ = f̂, (3.18)
Ĥ = ĉT x̂,

with K̂ = QTKQ, Ĉ = QTCQ, M̂ = QTMQ, f̂ = QT f, and ĉ = QTc.
The situation is more complicated for two-sided model order reduction. Indeed,

the state vector of the adjoint of the linear problem

[
KT + 𝚥ωCT −𝚥ωI
𝚥ωM I

] [
z
−𝚥ωMTz

] = [
c
0
] , (3.19)

H = [ f
0
]
T

(
z
−𝚥ωMTz

)

has the two components z ∈ ℂn and −𝚥ωMTz ∈ ℂn. Now assume that the reduced
model is obtained by projection on subspace 𝒲 spanned by the columns of the full-
rank matrixW ∈ ℂ2n×k . Decompose

W = [W1
W2
] , W1,W2 ∈ ℂ

n×k .
LetW be computed by an interpolatory method on (3.19), i. e., there areω so that z(ω)
is spanned by the columns ofW1 and 𝚥ωMTz(ω) by the columns ofW2. This suggests
that there is also a strong connection betweenW1 andW2. Indeed, in [30] this property
is exploited by expressingW1 = ZT1 andW2 = MTZT2 with Z ∈ ℂn×ℓ, Ti ∈ ℂℓ×k, where
ℓ ≤ k.
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A linear ROM is obtained by projecting (3.17) on the right by V and the left byWT .
A structure-preserving alternative is to project (3.17) by

[
Q 0
0 Q
] , [

ZT 0
0 ZTM

] ,

on the right and the left, respectively. Note that the first spans the columns of V and
the second the rows of WT , so the interpolation properties are preserved with these
bases. This leads to

[
K̂ + 𝚥ωĈ 𝚥ωM̂
−𝚥ωM̂ M̂

] [
x̂
𝚥ωx̂
] = [

f̂
0
] ,

Ĥ = [ĉ
0
]
T

[
x̂
𝚥ωx̂
] ,

with K̂ = ZTKQ, Ĉ = ZTCQ, M̂ = ZTMQ, f̂ = ZT f, and ĉ = QTc. Assuming that M̂ has
full rank, this is equivalent to the frequency-nonlinear model (3.18).

We now illustrate one-sided linear and second-order reduced models for the
following example, whose description is taken from [60]. The model describes a foot-
bridge located over the Dijle river inMechelen (Belgium). It is about 31.354m in length
and four tuned mass dampers (TMDs) are located at nodes at 11.299m, 19.314m,
10.549m, and 20.309m, respectively, each of which weighs 40.72 kg. The discretized
model is

(K0 + 𝚥ωC0 +
4
∑
i=1Ki − ω

2M0)x = f,

whereK0 andM0 are obtained from a finite elementmodel with 25,962 degrees of free-
dom, as shown in Figure 3.3a. Here,C0 = 0.1003M0+0.0001591K0 represents Rayleigh
damping, Ki is a matrix with four nonzero entries that represents the interaction be-
tween the i-th TMD and the footbridge, and the input vector f represents an excitation
equally spread among the locations of the TMDs. All matrices are symmetric positive
semi-definite. We used 20 iterations of Arnoldi’s method (Krylov method) with single
shift 50.5𝚥on (3.17). A linearROMwasobtainedbyone-sidedprojection �̂� = V∗𝔸Vand
�̂� = V∗𝔹V and a second-order model of the form (3.18). Figure 3.3b shows the resid-
ual norm of (3.11) for ω ∈ 𝚥[0, 100]when (3.17) is projected on the Krylov space (linear
model) andwhen (3.11) is projected on the column range ofQ (second-order model). It
is easily seen that around the interpolation point, the error is of the same order ofmag-
nitude but that further away, the second-order model has lower residual norms. This
can be explained by the fact that projection of (3.11) is equivalent to projecting (3.17)
on a larger subspace, similarly to two-sided models. An additional advantage for the
second-order model is that the matrices in (3.18) are Hermitian semi-positive definite,
so that stability of the reduced model is guaranteed. This is not the case for the linear
ROM.



90 | E. Deckers et al.

Figure 3.3: (a) Mesh. (b) Residual norm on (3.11) for the linearized model and the original second-
order model.

3.3.2 Lagrangian structure in mechanical models

For classical mechanical systems, the equations of motion in the form as presented in
equation (3.10) can be obtained from a Lagrangian description of the system, with the
Lagrangian ℒ:

ℒ = 𝒦 − 𝒱 +𝒲 (3.20)

=
1
2
ẋTMẋ − 1

2
xTKx − xT f,

where 𝒦, 𝒱, and 𝒲 are respectively the kinetic energy, the internal elastic energy,
and external work. The equations ofmotion are then obtained by applying Hamilton’s
principle to the Lagrangian:

d
dt
(
𝜕ℒ
𝜕ẋ
) −
𝜕ℒ
𝜕x
= f. (3.21)

This Lagrangian structure inherently embeds energy-preserving behavior in the sys-
tem, ensuring stability for long-term simulations. It is therefore important that the
ROMs for mechanical systems respect this structure. In order to ensure that the re-
sulting ROM equations of motion comply with this Lagrangian structure, a direct sub-
stitution in the Lagrangian can be performed. For a constant reduced-order basis, one
can substitute for the reduced degrees of freedom q:

x ≃ Vq, ẋ ≃ Vq̇, (3.22)

which results in the Lagrangian expressed as a function of the reduced-order degrees
of freedom q:

ℒ =
1
2
q̇TVTMVq̇ − 1

2
qTVTKVq − qTVT f, (3.23)
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such that after application of Hamilton’s principle for the reduced degrees of freedom,
the reduced equations of motion become

VTMVq̈ + VTKVq = VT f. (3.24)

As this form results from the (reduced) Lagrangian of the system, it inherently pre-
serves the stability of the underlying mechanical model.

This implies some care on how the model order reduction on a mechanical sys-
tem is applied, as the models are often presented in different form. For example, for
practical time-domain simulations, equation (3.10) is often converted to a first-order
state-space model as

[
ẋ
ẍ
] = [

0 I
−M−1K 0

] [
x
ẋ
] + [

0
f
] . (3.25)

In a regular projection framework, state-space system (3.25) would be reduced as

[
x
ẋ
] = Vq = [V1

V2
]q, VTV = I (3.26)

and one would obtain a reduced system of equations as

q̇ = [ 0 VT
1 IV2

−VT
2M
−1KV1 0

]q + [ 0
VT
2 f
] . (3.27)

It is now clear that this system of equations cannot be converted back into a La-
grangian form like (3.23), such that time-stable and energy-preserving behavior is not
naturally preserved. From this perspective, it is advisable to always apply symmet-
ric projection of the second-order system for mechanical models if the ROM will be
employed in time-domain simulations. This again shows the conceptual benefit of
approaching mechanical ROMs through a one-sided projection on the second-order
system.

3.4 Complex frequency dependencies

3.4.1 Sources of nonlinearities

Tomitigate noise and vibration issues inmechanical engineering applications, damp-
ing treatments are often applied. The physical behavior of these treatments aremostly
represented by (complex) frequency-dependent behavior. Poro-elastic materials, for
example, are often used in a sound absorption context. An overview of modeling ap-
proaches for poro-elasticmaterials can be found in amongst others [1, 17]. Viscoelastic



92 | E. Deckers et al.

materials are often applied in a constrained component setting as this ensures shear,
and thus more dissipation in the sample. Their behavior strongly depends on temper-
ature and frequency. Detailed descriptions of various mathematical models are given
in [20, 45].

When unbounded acoustic domains are considered (exterior problems), using fi-
nite element models, the domain has to be truncated in practice. In this case the Som-
merfeld radiation condition [14], which ensures that no acoustic energy reflects back
from infinity, has to be approximated. Commonly applied approaches, like absorbing
boundary conditions [4] and perfectly matched layers [11], also result in complex fre-
quency dependencies.

3.4.2 Rational and polynomial frequency dependencies

We assume that the frequency-dependent full-order system, of order n, can be written
as

𝔸(s)x = f, (3.28)
H = cTx,

with 𝔸(s) =
d−1
∑
i=0 ϕi(𝔸i + s𝔹i) and s = 𝚥ω.

We introduce the following notation:

A + sB = [𝔸0 + s𝔹0, . . . ,𝔸d−1 + s𝔹d−1],
Φ = [ϕ0, . . . ,ϕd−1]T ,

whereΦ forms a set of polynomials or rational polynomials that satisfy

(P + sR)Φ = 0,

with P,R ∈ ℂ(d−1)×d constant matrices. This leads to

𝔸(s) = (A + sB)(Φ ⊗ In).

As a result (3.28) can be rewritten as an order nd linear system:

[
A + sB
(P + sR) ⊗ In

](

ϕ0x
ϕ1x
...

ϕd−1x
) =(

f
0
...
0

) ,

H = [cT 0 ⋅ ⋅ ⋅ 0](
ϕ0x
...

ϕd−1x)
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or in compact form

[
A + sB
(P + sR) ⊗ In

] (Φ ⊗ x) = e1 ⊗ f, (3.29)

H = (e1 ⊗ c)
T (Φ ⊗ x),

which is clearly linear in s. For the companion linearization from Section 3.2.5 of
second-order problems, P = [−1,0], R = [0, 1], Φ(s) = [1, s]T . For the rational matrix
polynomial

𝔸(s) = (𝔸0 + s𝔹0) +
1

s − σ0
(𝔸1 + s𝔹1) +

1
s − σ1
(𝔸2 + s𝔹2),

a possible linearization is

[[[

[

𝔸0 + s𝔹0 𝔸1 + s𝔹1 𝔸2 + s𝔹2
I σ0I − sI 0

I 0 σ1I − sI

]]]

]

(

x
1

s−σ0 x
1

s−σ1 x
) =(

f
0
0
) .

In this case, the choice of basis and the choice of linearization are important. Some
formulations lead to a descriptor system,whichmay require additional care for proper
setup of the ROM. However, for models in the frequency domain, we have never expe-
rienced difficulties in this case.

It can be proven that the (rational) Arnoldi method for (3.29) produces iteration
vectors that take the following form: If the k vectors are collected in annd×kmatrixVk,
this matrix can be factored as

Vk = (Id ⊗ Q)Uk , Q ∈ ℂn×ℓ, U ∈ ℂℓd×k , (3.30)

with ℓ ≤ k+d [31, 53]. The advantage of this factorization is that large-scale operations
only happen with columns of Q and that all other operations are small-scale. This
leads to a reduction of the full unstructured storage of Krylov vectors of order ndk to
at most nℓ + ℓdk with ℓ ≤ k + d [53]. For two-sided Krylov methods, the exploitation of
the structure of (3.29) is possible, but is more involved [42, 22, 30]. In each iteration of
a Krylovmethod, a linear system is solved. In [53], it is shown that this requiresmatrix
vector multiplications with𝔸i and 𝔹i and a linear solve with𝔸(σk) at step k.

As for second-order problems, Q can be used to develop a nonlinear frequency-
dependent reduced model:

�̂� =
d−1
∑
j=0(�̂�j + s�̂�j)ϕj, �̂�j + s�̂�j = Q

∗(𝔸j + s𝔹j)Q, j = 0, . . . , d − 1.

If all shifts σ1, . . . , σk are distinct, then

Range(Q) = Range([x(σ1), . . . ,x(σk)]) = Range([𝔸(σ1)
−1f, . . . ,𝔸(σk)−1f]). (3.31)
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When the shifts are all equal,

Range(Q) = Range([x(σ1), dx(σ1)/ds, . . . , d
k−1x(σ1)/dsk−1]). (3.32)

In other words, the range of Q spans the moments of the state vector x of (3.28). If
only Q is required, a linearization is not useful, since Q can be computed directly
using (3.31) or (3.32), which requires linear solves with 𝔸(s). However, in the case of
higher-order interpolation, as in (3.32), the computation of the derivatives is equally
complicated as performing a Krylov step with the linearization.

If a linear ROM is required, then a linearization is useful. In this case, (3.29) is
projected using the full Krylov vectors given by the factorization (3.30). For two-sided
model order reduction, with simple interpolation points, a linear reduced model can
equally be obtained by putting samples of H from (3.28) in a Loewner matrix; see [9,
Chapter 6]. In this case, the reduced model is defined with

�̂� =
[[[[

[

H(σ1)−H(τ1)
σ1−τ1 ⋅ ⋅ ⋅ H(σk)−H(τ1)

σk−τ1
...

. . .
...

H(σ1)−H(τk)
σ1−τk ⋅ ⋅ ⋅ H(σk)−H(τk)

σk−τk
]]]]

]

,

�̂� =
[[[[

[

σ1H(σ1)−τ1H(τ1)
σ1−τ1 ⋅ ⋅ ⋅ σkH(σk)−τ1H(τ1)

σk−τ1
...

. . .
...

σ1H(σ1)−τkH(τk)
σ1−τk ⋅ ⋅ ⋅ σkH(σk)−τkH(τk)

σk−τk
]]]]

]

,

and

b̂ =
[[[[[

[

H(σ1)
H(σ2)
...

H(σk)

]]]]]

]

, ĉ =
[[[[[

[

H̄(τ1)
H̄(τ2)
...

H̄(τk)

]]]]]

]

.

When the interpolation points are not too close to each other, this is a reliable and
easy-to-implement method.

We now present two cases of nonlinear frequency dependency. The first case, pre-
sented in Section 3.4.3, uses (3.31) to directly construct Q and computes a linear ROM
using Loewner matrices. The second case uses (3.32) to reduce the number of matrix
factorizations; see Section 3.4.4.

3.4.3 Matrix-free model order reduction for vibro-acoustic
systems with complex noise control treatments

Many model order reduction methods cannot straightforwardly cope with frequency
dependencies in vibro-acoustic models, resulting from, amongst others, complex
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damping treatments or infinite acoustic domains. In this section, a matrix-free Krylov
MOR method [27] is presented that does not require knowledge on the underlying
mathematical model and that can straightforwardly handle problemswith frequency-
dependent parameters in exactly the same manner as problems with constant prop-
erties. The method only works in the frequency domain and is based on a two-sided
model order reduction approach with distinct interpolation points using the Loewner
matrices as discussed in Section 3.4.2. The frequency-dependent transfer function
between input and output is indicated by H(ω). The use of the Loewner matri-
ces leads to a new approximative transfer function Ĥ which interpolates the origi-
nal transfer function H, using the forced responses at the 2k distinct interpolation
points.

3.4.3.1 Frequency selection and convergence evaluation

In the following, let Ĥk denote the transfer function (or frequency response function)
obtained using a Loewnermodel of order k, i. e., using k right interpolation points and
k left interpolation points. Jonckheere et al. [47, 48] present two criteria to assess the
convergence of the ROM, which leads to a greedy method for determining the inter-
polation points. The first convergence criterion is based on the relative error between
two subsequent ROM approximations, which is computationally cheap to evaluate:

εROM,ROM = max
ω

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
Ĥk(ω) − Ĥk−1(ω)

Ĥk(ω)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
. (3.33)

However, the relative error between two subsequent approximations may be low in
case the newly added frequencies are close to the frequencies added in the previ-
ous iteration and bring limited additional information to the interpolation. Therefore,
a second convergence criterion is embedded by comparing the (approximated) trans-
fer function obtained using the current ROMwith the (exact) transfer function, calcu-
lated by solving the full system, at the newly selected frequency linesωk which would
be needed to build a new ROM in the next iteration:

εROM,Full = max
ωk

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
Ĥk(ω) − Hk(ω)

Ĥk(ω)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
. (3.34)

The relative error between two subsequent ROMs (3.33) is used to select new frequency
lines to enrich the ROM in the next iteration. This selection is done in a cascading
way: (i) the frequency at which the maximum error occurs is selected, (ii) the direct
vicinity of the new frequency line is masked to avoid selecting neighboring maxima,
thus to spread out the new frequency lines a bit, and (iii) from the remaining frequen-
cies the one corresponding to the new maximum error is selected, and the procedure
continues along (ii)–(iii) until the requested number of additional frequency lines is
reached.
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3.4.3.2 Calculation example

One example considering a mechanical system with complex damping treatments
taken from [47] is presented. The example geometry is shown in Figure 3.4, which is
taken from the Comsol manual [39]. This interior car cavity has dimensions of approx-
imately 4.5m by 1.5m by 2m and has 26 acoustic modes below 300Hz. All acoustic
boundaries are rigid, except for the fire wall (indicated in light blue), where an acous-
tic acceleration of 1m/s2 is imposed. The density of air is specified as 1.2 kg/m3 and
the speed of sound as 343.8m/s. On the seats a frequency-dependent impedance is
applied, where the impedance is calculated from tabulated values of absorption co-
efficients. The acoustic pressure is tracked at the driver’s ear as output quantity. The
finite element model consists of 1,372,332 degrees of freedom. The calculation of a sin-
gle frequency line took approximately 69.5 s for the damped case on a Linux Cluster,
using two 10-core Ivy Bridge Xeon E5-2680v2 CPUs (2.8 GHz, 128GB RAM). The fre-
quency range from 1Hz to 300Hz is simulated with a 1Hz step to set up the reference
data.

Figure 3.4: Car cavity geometry with porous seats with complex frequency-dependent behavior.

For this example, the starting point is a steady-state dynamic equation of the form

[K(ω) − ω2M(ω)]x = f, (3.35)

whereM,K ∈ ℝn×n are in this case frequency-dependent complex mass and stiffness
matrices accounting for damping effects. Note that in this case s = (𝚥ω)2, in contrast
to Section 3.4.2.

Figure 3.5 shows the original and fitted frequency response functions. Thematrix-
free approach starts with an initial calculation of two frequency lines, setting the
boundaries of the frequency range of interest (5Hz and 300Hz). Thereafter, two addi-
tional frequency lines are computedandused tobuild anewROM.When the requested
accuracy of 1% is met, both on εROM,ROM and on εROM,Full, the algorithm terminates
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Figure 3.5: Acoustic frequency response function for car cavity with porous seats and final approxi-
mation for the acceleration transfer function; crosses indicate the interpolation frequencies.

(after 24 iterations, requiring only 48 frequency evaluations). A speedup factor of 6 is
obtained for the acoustic frequency response assessment in this particular case.

3.4.4 Rational approximation

When 𝔸(s) is generally nonlinear, i. e., not polynomial or rational, linearizations can
still be used on polynomial or rational approximations. Rational approximation, in
particular, is very powerful, as we will now illustrate. The idea presented here is to
approximate 𝔸(s) by a rational polynomial with d terms as in (3.28). Over the years,
a number of approaches have been developed to perform these approximations. In
[59], a Taylor expansion is used. In [52] and [50],𝔸(s) is approximated by a truncated
Padé series. In [50], windowing is used to cover the entire frequency range, and in [38],
a spectral discretization is used. In [29], a rational approximation based on the adap-
tive Antoulas–Anderson method, also known as AAA and pronounced as “Triple A,”
is proposed.

Here, we will present the idea from [29], since it is an elegant and user-friendly
way to find a rational approximation for the model. For the implementation details,
we refer to [29]. Assume that𝔸 has the following form:

𝔸(s) = K + sC + s2M +
m
∑
p=1(𝔸p + s𝔹p)fp(s),
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with fp : ℂ→ ℂ a scalar function in s. First, the general nonlinearity is approximated
by a rational function, expressed in barycentric rational form [41]. After the approxi-
mation, the matrix can be written as the rational matrix polynomial

𝔸(s) ≃ K + sC + s2M +
d−1
∑
i=0( m
∑
p=1(𝔸p + s𝔹p)fp(ζi)) ωi/(𝚥ω − ζi)

∑d−1k=0 ωk/(𝚥ω − ζk)
,

where ωi, i = 0, . . . , d − 1, are called the weights and ζi the support points. The AAA
method chooses d, ωi, ζi for i = 0, . . . , d − 1 so that

sup
ω∈[ωmin ,ωmax]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
fp(𝚥ω) −

d−1
∑
i=0 fp(ζi) ωi/(𝚥ω − ζi)

∑d−1k=0 ωk/(𝚥ω − ζk)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(3.36)

is below a given tolerance for p = 1, . . . ,m. The AAA method determines the parame-
ters automatically in very little time. Only the function values of fp for the test set are
required. There is no need to compute derivatives. The criterion (3.36) is discretized
in a number of points on the frequency axis. The support points ζi are chosen using a
greedy method. The minimization of the residual leads to the weights ωi.

The following example is based on a system from [25, 37]. The results are reported
in [28]. For this example, we consider the following time delay differential equation:

𝜕v
𝜕t
= ∇2v +

3
∑
j=1 ajv + bu,

q = ⟨c, v⟩.

We set the domain to [0,π] × [0,π] × [0,π], and let

a1(x, y, z) = 2 sin(π − x) sin(y) sin(z),
a2(x, y, z) = 2 sin(x) sin(π − y) sin(z),
a3(x, y, z) = 2 sin(x) sin(y) sin(π − z),

and τ1 = 1, τ2 = 2, τ3 = 4. For the domain discretizationwe use central differences with
N discretization points in each spatial variable. After transforming to the frequency
domain, we get

{
(𝔸0 − sI +∑

m
j=1𝔸je−τjs)x(s) = −bu(s),

H(s) = c∗x(s), (3.37)

where s = 𝚥ω =, 𝔸j ∈ ℝn×n, x,b, c ∈ ℝn, and n = N3. We are interested in solutions in
the range ω ∈ [0.01, 10]. The resulting system matrices are symmetric. Furthermore,
the input application vector b is chosen as a vector containing random values in [0, 1]
and c = b. In the following, we show the relative error of the transfer function:

ϵ(s) = |Ĥ(s) − H(s)|
|H(s)|

,
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with

H(s) = c∗𝔸(s)−1b, and Ĥ(s) = ĉ∗(�̂� − s�̂�)−1b̂.
The error is computed over the test set ωj, j = 1, . . . , 500, with logarithmically spaced
points in the interval [10−2, 10], as values closer to zero are of particular interest.

For the AAA approximation, a test set of size 10,000 is chosen over the interval
[0.01, 10]. The AAA algorithm results in an approximation of the three nonlinear func-
tions with d = 22.

We now compare the results of three numerical methods:
RKS: A rational Krylov sequence of order K = 150 obtained by using the three shifts

0𝚥, 5𝚥, 10𝚥, each one 50 times. This leads to a linear reduced model.
LÖW: A linear reduced model using Loewner matrices is used of order k = 40 with

equidistant interpolation points in [0.01𝚥, 10𝚥].
HYB: A hybrid approach where the reduced model of order K = 150 from RKS is

further reduced to order k = 40 by applying LÖW.

For N = 40, i. e., n = 64,000, the relative error for RKS of size K = 150, for LÖW
for k = 40, and for HYB is plotted in Figure 3.6. From the figure, it is clear that the
Loewner pencil leads to a lower reduced dimension for the same error level in the
higher-frequency range. The hybrid approach produces a model of size 40 with an
error that is the maximum of the errors of RKS and LÖW. The difference between the
Loewner and hybrid approaches lies in the execution time. For the Loewner approach,
the simple interpolation using Loewner matrices required 80 large sparse matrix fac-
torizations, where for the rational Krylov and hybrid approaches only three matrix
factorizations were performed. The cost of the Loewner approximation on the model
of order 150 in the hybrid approach is therefore negligible. The computations were
timed and averaged over three runs, on amachinewith 64-bit Intel processor, 28 cores,
2.6 GHz processors, and 128 GB RAM. The hybrid approach required 384.7 seconds,
where the Loewner approach required 1,814.9 seconds, which is a significant factor of
4.7 of the computation time for the hybrid approach.

A second example is described in [29]. This model was generated using a mesh
from Siemens Industry Software and applied poro-elastic material properties. The fol-
lowingmatrix-valued function describes the nonlinear behavior of the sound pressure
inside a car cavity with porous seats, represented by a Johnson–Champoux–Allard
equivalent fluid model [1]:

𝔸(ω) = K0 + hK(ω)K1 − ω
2(M0 + hM(ω)M1),

where K0,K1,M0,M1 ∈ ℝ
n×n with n = 15,036 are symmetric, positive semi-definite

matrices and ω is the angular frequency. The nonlinear functions are given by

hK(ω) =
ϕ

α(ω)
, α(ω) = α∞ + σϕ

iωρ0
√1 + iωρ0

4α2∞η
σ2Λ2ϕ2 ,
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Figure 3.6: Relative error as a function of the frequency f = Re(s) for n = 30. Linear pencil of reduced
dimension K = 150, Loewner with k = 40, and IRKA applied to the reduced pencil with k = 40.
and

hM(ω) = ϕ(γ −
γ − 1
α󸀠(ω)), α󸀠(ω) = 1 + 8η

iωρ0Λ󸀠 2Pr√1 + iωρ0Λ󸀠 2Pr16η
,

with the parameters defined in Table 3.1.

Table 3.1: Constants of the car cavity model.

α∞ 1.7 σ 13500 kgm−3 s−1 ϕ 0.98
η 1.839 ⋅ 10−5 Λ 80 ⋅ 10−6m Λ󸀠 160 ⋅ 10−6m
γ 1.4 ρ0 1.213 Pr 0.7217
The AAA approximation was built by approximating hK and hM in the ω range
[50, 1000π]. This led to a rational approximation with 12 support points with a rel-
ative error of 10−12 for both functions on this interval. Six shifts, namely, 1595.8𝚥,
2173.92𝚥, 2742.78𝚥, 1125.87𝚥, 3039.57𝚥, and 50𝚥, were selected using a greedy approach
on the linear system’s residual norm, where 20 Krylov iterations were performed for
each shift. The dimension 120 was further reduced by applying POD in the frequency
domain on this model to obtain an order of 77 for a relative tolerance of 10−8.
3.5 Vibro-acoustic model order reduction

3.5.1 Stability-preserving model order reduction for
vibro-acoustics

For coupled vibro-acoustic problems, the advantages of MOR have been demon-
strated in the literature in the frequency domain (see, e. g., [23, 44]). However, popular
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reduced-order techniques for frequency-domain analysis cannot directly be applied
to time-domain analysis as these techniques do not necessarily preserve the stability
of the original system [8]. While this loss of stability has no negative consequences on
the frequency-domain analysis of the vibro-acoustic system, it may lead to a diverging
response in the time domain.

3.5.1.1 Conditions for stability of a linear descriptor system in a one-sided
projection

In [54] general conditions are derived that ensure to preserve the stability of a linear
descriptor system in a one-sided projection. The semi-discretized systemmodel in the
time domain

𝔼ẋ(t) = 𝔸x(t) + bu(t),

H(t) = cTx(t) (3.38)

is critically stable if all of the generalized eigenvalues of the matrix pair {𝔸,𝔼} have a
negative real part [18]. It is proven that stability is preserved in theone-sidedprojection
of the descriptor system in (3.38) if 𝔼 = 𝔼T and if 𝔼 is positive definite and if 𝔸 is
negative semi-definite. A matrix Q ∈ ℝn×n is positive semi-definite if

xTQx ≥ 0

for any nonzero vector x ∈ ℝn.

3.5.1.2 u-p formulation and modified u-ϕ formulation

The vibro-acoustic model is generally described by (3.12), but depending on the ex-
act formulation used for the model, different coupling matrices are present. Through
a Galerkin approach for the finite element model for the acoustic problem, it follows
that the acoustic systemmatricesKa,Ma, andCa are all symmetric positive (semi-)def-
inite. Typically,Ma is of full rank, whichmakes it strictly positive definite.WhetherKa
is strictly or semi-positive definite depends on the boundary conditions. Similar con-
clusions can be drawn for the structural finite element model and the corresponding
system matrices Ks,Ms, and Cs.

In the caseKa andKs are positive semi-definite, the zero eigenvalues of these ma-
trices correspond to rigid body modes of the system, manifesting themselves as sys-
tem poles at the origin of the complex plane. These poles do not adversely affect the
stability of the system and are disregarded in the subsequent analysis without loss
of generality. This implies that we can consider Ks and Ka to be strictly positive defi-
nite.
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In [54] the definiteness of the global systemmatrices of the coupled vibro-acoustic
finite element model equation (3.13) are investigated. While the coupled dampingma-
trix Cup is positive (semi-)definite, Kup andMup are generally not positive definite due
to the presence of Kc and Mc. Consequently, also 𝔼up and 𝔸up of the equivalent de-
scriptor system (3.38) are indefinite. Even though the vibro-acoustic system itself is
stable, this stability is possibly lost in a regular one-sided projection.

Everstine [19] proposes an alternative, symmetric formulation for the vibro-
acoustic problem which uses the scalar fluid velocity potential ϕ instead of the
pressure p to describe the state of the fluid part of the vibro-acoustic system. This
fluid velocity potential is defined by

p = −ρϕ̇, (3.39)

with fluid density ρ, such that the vector containing the nodal pressure values in the
fluid can be expressed as p = −ρϕ̇. The use of this u-ϕ formulation results in the
symmetric systemof equationswhich canbe constructed from the u-pmodelmatrices:

Muϕẍuϕ + Cuϕẋuϕ + Kuϕxuϕ = fuϕ, (3.40)

with

Muϕ = [
Ms 0
0 −ρMa

] , Cuϕ = [
Cs −ρKc
−ρKT

c −ρCa
] , Kuϕ = [

Ks 0
0 −ρKa

] ,

xuϕ = [
u
ϕ
] , fuϕ = [

fs
fϕ
] , (3.41)

where ̇fϕ = fa. Note that also for𝔼uϕ and𝔸uϕ, thematrices of the equivalent descriptor
system are indefinite such that stability is not preserved in a one-sided projection.

It is shown in [54] that by changing the sign of the set of equations governing the
acoustic degrees of freedom, resulting in the so-called modified u-ϕ, leads to global
symmetric positive definiteMmuϕ andKmuϕ and positive semi-definite Cmuϕ, ensuring
that the conditions for stability for the equivalent descriptor formulation are fulfilled.
Even though the modified u-ϕ formulation lacks symmetry as compared to the stan-
dard u-ϕ formulation, a one-sided projection-based MOR preserves stability and the
resulting ROMs are well suited for time-domain simulation.

3.5.1.3 Extended projection basis-preserving stability using the u-p formulation

As the poles of the u-p formulation and the modified u-ϕ formulation are equal, as
shown in [54], stability should also be preserved when converting a system from the
u-p formulation to the u-ϕ formulation and vice versa. In order to do so, the block-
partitioned structure is required, which gets lost in the reduction process. By carefully
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selecting the structure of the projection basis, the block structure within the second-
order system matrices can be retained, allowing for this conversion between both
formulations.

Let the regular projection basis V ∈ ℂn×k, obtained through any one-sided
projection-based MOR method (e. g., Krylov subspace projection, modal truncation,
. . .), be given by

V = [Vs
Va
] , (3.42)

withVs ∈ ℂ
ns×k the part of the projectionmatrix that corresponds to the structural de-

grees of freedomandVa ∈ Cna×k the part corresponding to the acoustic degrees of free-
dom. By augmenting this projection basis with zero blocks, an extended projection Ṽ

Ṽ = [Vs 0
0 Va
] (3.43)

is obtained that achieves block structure-preservingMOR for coupled systems, similar
to the approach presented in [6]. The space spanned by the columns of Ṽ contains
the space spanned by the columns of V, such that when using Ṽ the reduced system
will be at least as accurate as when usingV. For practical implementation it is recom-
mended to orthogonalize Ṽ, which equates to orthogonalizing both Vs and Va. Also
note that Ṽ has twice as many columns as V such that the projected system will con-
tain twice asmany degrees of freedom. SinceVs andVamay be rank-deficient this can
be slightly ameliorated by using a rank-revealing algorithm for the orthogonalization
of Vs and Va, but in our experience the total number of columns in Ṽ still remains
close to twice the number of columns in V.

3.5.1.4 Work flow

Both approaches, starting from themodified u-ϕ formulation and the u-p formulation,
are summarized in Figure 3.7.

It is advisable to use the modified u-ϕ formulation for stability-preserving MOR of
coupled vibro-acoustic finite element models. Keeping the system in u-p formulation
necessitates the use of an extended projection basis Ṽ, resulting in a ROMwith possi-
bly up to twice asmanydegrees of freedom. This ROMapproachwas recently extended
towards time-stable coupled exterior vibro-acoustic finite element simulations [55].

3.5.1.5 Calculation example – car interior with vibrating roof

As an example, the vibro-acoustic behavior of a car interior is studied. The roof of
the car is modeled as a flexible steel panel (E = 200GPa, ν = 0.3, ρ = 8000 kg/m3,



104 | E. Deckers et al.

Figure 3.7:Work flow for stability preserving vibro-acoustic model order reduction [54].

and Rayleigh damping [Cs = αMs + βKs] with α = 10 and β = 1 ⋅ 10−7) with a thick-
ness of 2mm which is clamped at its boundaries and the interior is filled with air
(ρ = 1.225 kg/m3, c = 340m/s). Linear elements are used with a resolution of at
least six elements per wavelength up to 200Hz. The resulting finite element mesh is
shown in Figure 3.8. Near the plate the mesh is more refined since the wavelength of
the bending waves in the structure is smaller than the acoustic wavelength at 200Hz.
A normal impedance boundary condition of twice the characteristic impedance of air
(Zn = 2 ⋅ 1.225 ⋅340Pa s/m) is imposed on the surfaces of the seats in the interior cavity.
All other boundaries of the acoustic domain are considered rigid (vn = 0m/s). A point
force at (1.50,0.08, 1.09)m excites the structure and the sound pressure is calculated
at (0.73,0.23,0.68)m.

Figure 3.8: Finite element mesh of the car interior geometry [54].
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The finite element model of the roof and acoustic cavity consist of 7,455 and 6,583 de-
grees of freedom, respectively. A one-sided Krylov subspace projection was con-
structed using SOAR [3, 58]. All ROMs consist of 60 degrees of freedom, except for
the u-p projection with extended basis (equation (3.43)), which results in 120 degrees
of freedom.

Figures 3.9 and 3.10 show the frequency response functions and the relative error
with the full model, obtained applying model order reduction on each of the models.
All ROMs are able to accurately describe the full system behavior in the frequency
domain up to about 200Hz. The u-p projected system with the extended basis is more
accurate than the ROM that is obtained with the nonextended basis. Figure 3.11 shows
the location of the poles of the ROMs in the complex plane. Both the u-p projection
without extended basis and the projection of the system in standard u-ϕ formulation
lead to unstable ROMs.

Figure 3.9: Frequency response function of the car cavity model calculated with the full-order model
and the reduced-order models.

Finally, Figure 3.12 shows the convergence of theℋ2-norm of the relative frequency re-
sponse function amplitude error ε of the different reduction methods, evaluated over
the range of 1Hz to 200Hz. The method using an extended projection basis performs
substantially worse than the other methods when comparing them in terms of accu-
racy per degree of freedom.
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Figure 3.10: Relative error on the amplitude of the frequency response function of the reduced-order
models of the car cavity.

Figure 3.11: Poles of the different ROMs of the car cavity models. The nonextended basis u-p projec-
tion and standard u-ϕ projection result in unstable time-domain behavior.

3.6 Conclusions

Wepresented an overview ofmethods formodel order reduction of dynamical systems
arising in (coupled) acoustics and vibrations problems encountered in mechanical
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Figure 3.12: Efficiency of the MOR methods in terms of accuracy per degree of freedom for the car
cavity vibro-acoustic model.

engineering. The choice of methods took into account the range of relevant require-
ments in practical engineering problems: computational efficiency, frequency limita-
tion, stability, nonlinearity in the frequency variable, and preservation of underlying
model structure.

For computational efficiency, the number of large sparse LU factorizations should
be small. This can be achieved by using Krylov methods with a greedy selection of
the interpolation points and using higher-order Hermite interpolation. We advocate
two-level ROMmethods, where a (rational) Krylov method with greedy selection of (a
small number of) shifts leads to an ROM of moderate size. This ROM can be further
reduced by applying balanced truncation, or methods in the Loewner framework.

In mechanical engineering models, the relevant structure can often be preserved
by not building a frequency-linear ROM, but a model that respects the frequency de-
pendency by projecting the systemmatrices on a well-chosen block of the Krylov vec-
tors.
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4 Model order reduction in microelectronics
Abstract: This chapter deals with the application of model order reduction (MOR)
in the area of microelectronics. It mainly focuses on the diligent efforts of the MOR
community in addressing one of the main challenges pertaining to circuit simulation,
namely, the simulation of high-speed interconnects. A general framework for formu-
lating the circuit equations that is commonly used in commercial circuit simulators
is presented. Incorporation of high-speed interconnect structures within the general
formulation of the circuit equations is described. Current challenges in the MOR of
interconnect circuits with a large number of ports are presented along with some of
the recent MOR techniques to handle this kind of circuits. In addition, techniques for
the reduction of active stable circuits are reviewedwith emphasis on guaranteeing the
stability of the reduced circuits by construction. Several application examples are pre-
sented to highlight the performance and computational advantages attained by using
MOR techniques within the circuit simulation environments.

Keywords: microelectronics, model order reduction, high-speed interconnect, multi-
port network, stability preservation
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4.1 Introduction

The interest in large-scale model order reduction (MOR) in the area of microelectron-
ics was mainly initiated in the community of electronic design automation in both
the academic and industrial circles around the early 1990s. This interest was mainly
spurred by the fast-paced technological development which allowed the very large-
scale integration (VLSI) of millions of devices on a tiny chip of silicon. With such po-
tential in the VLSI industry, computer-aided design tools needed to cope, to allow the
designers to reach closure on their designs, with what is typically described as tight
market windows.

The initial thrust for developing MOR in microelectronics was instigated by the
push in the industry for operating at a higher speed. In fact, semi-conductor fabrica-
tion technology helped this push through enabling the reduction in device sizes (e. g.,
MOSFET transistors), ultimately leading to reduced processing time. Nonetheless, it
was the interconnect wires between those devices that represented the dominant fac-
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Figure 4.1: Electrical interconnects are encountered at all levels of the design hierarchy.

tor in dictating how high the operating frequencies can go. The reason for this is that
at high frequency, one can no longer treat interconnects (referred to, henceforth, as
high-speed interconnects) as simple wires. Rather, their accurate modeling would ne-
cessitate using the theory of electromagnetic wave propagation, thereby leading to
large-size networks, whose simulations became oftentimes cumbersome.

This chapter serves the following two main purposes.
1. Describing the context in which the need for MOR arose in microelectronics. To

achieve this purpose, Section 4.2 presents the general circuit formulation in a
compact mathematical form. This section also highlights the difficulty and the
high cost associated with fitting the high-speed interconnects in such formula-
tion.

2. Presenting an overview of the applications of MOR to address the issues of high-
speed interconnects in microelectronics at various levels of the design hierarchy.
As illustrated in Figure 4.1, high-speed interconnects are encountered at all lev-
els of the design hierarchy, be it on the silicon (on-chip or die), package, board,
or backplanes level. The application of MOR to high-speed interconnects was
adapted based on where (which level in the hierarchy) the interconnects are
used.

In writing this chapter, the authors focused mainly on the application of MOR to ad-
dress the challenges of high-speed interconnects in microelectronics. Indeed, from a
historical perspective, it was those challenges that ushered in the introduction ofMOR
to the area ofmicroelectronics. Nevertheless, the application ofMOR inmicroelectron-
ics is by nomeans limited to high-speed interconnects. In fact, it was the reported suc-
cess in that area that brought it to the attention of the electronic design automation
community at large and prompted its application to the general area of circuit simula-
tion. For example, efforts to extend MOR to nonlinear circuits and linear time-varying
circuits date back to the end of the 1990s (e. g., [55, 101, 94, 72, 99, 27, 117, 46, 45, 74]).
Another application of MOR in microelectronics was proposed to enable the reduced
system to capture the original large system along the dimensions spanned by several
circuit parameters, leading to the parameterized MOR (PMOR), of which the works
[54, 24] are notable examples.
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4.2 Formulation of circuits with high-speed
interconnects in the time domain

This section presents the modified nodal analysis (MNA) approach that is used by
virtually all commercial circuit simulators to represent general circuits in the math-
ematical domain. The presentation of this topic is carried out in two phases. First, the
MNA formulation for circuitswith only lumped elements is considered in Section 4.2.1.
Next, Section 4.2.2 considers incorporating the high-speed interconnects in the gen-
eral circuit formulation, dwelling upon the challenges therein, in order to pave the
way to show the indispensable role that MOR plays in this regard.

4.2.1 Formulation of circuits with lumped elements

The presence of nonlinear elements in virtually all circuit designs mandates that the
natural domain for mathematically describing general circuits is the time domain.
A widely adopted time-domain formulation is the MNA approach [57, 116, 82]. The
MNA formulation is derived through:
1. Writing the Kirchhoff current law at each node.
2. Expressing the currents in the circuit elements in terms of the node voltages us-

ing some form of Ohm’s law (i. e., the constitutive relation of the element). The
node voltages are then considered as the unknowns in the circuit formulation to
be solved for.

3. Contriving a special representation for the elements which do not have a simple
Ohm’s law representation, such as voltage sources, or elements whose constitu-
tive relation requires integration in the time domain, e. g., inductors. The currents
in those elements are appended to the set of unknowns to be solved for, alongwith
node voltages. Such representation is typically termed “impedance representa-
tion.”

4. Representing somenonlinear elements, such as nonlinear capacitors or nonlinear
inductors, by the charge/flux-oriented formulation in which the charge or flux are
included in the unknowns [82].

By using the above steps, a large system of equations is generated and assembled, tak-
ing the form of a system of a mixed set of differential and algebraic equations (DAEs)
that is known as the MNA formulation. Thus, a general circuit with lumped elements,
such as resistors, inductors, capacitors, etc., is described by the following DAE:

Cdx(t)
dt
+ Gx(t) + f(x(t)) = b(t), (4.1)

where
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– C,G ∈ ℝN×N are real matrices describing the memory and memoryless elements
in the network, respectively;

– x(t) ∈ ℝN is a vector whose components are time-dependent waveforms of (1)
node voltages (2) currents in elements with impedance representation and (3)
charges/fluxes in elements with charge- or flux-based representation (e. g., non-
linear capacitors or inductors);

– b(t) ∈ ℝN is a vector of voltage and currentwaveforms of independent voltage and
current sources representing the external stimulus of the circuits;

– f(x(t)) ∈ ℝN is a vector whose entries are scalar nonlinear functionsℝN → ℝ that
represent the nonlinear elements in the circuit; and

– N is the total number of circuit variables in the MNA formulation.

To solve (4.1) for the circuit variables x(t), various time marching techniques can be
used. Examples of these techniques are the trapezoidal rule or its high-order variants
such as the backward-differentiation formulas [116], or the Obreshkov-basedmethods
proposed in [47, 121, 31, 32, 73].

With typically thousands ormillions of circuit elements inmodern circuit designs,
the construction of the MNA formulation can only be performed automatically. The
approach used in this task is to attach to each circuit element the so-called stamp of
the element, which describes, so to speak, the “footprint” that the element leaves on
the mathematical structures (matrices and vectors) of the MNA formulation. The cir-
cuit is described by a text file typically known as a “netlist.” A netlist can be either
manually edited by the user or, as in most cases, extracted automatically from circuit
schematics created by a plethora of commercial software packages such as OrCAD
PSpice Designer, CADENCE Virtuoso, or MultiSim. The netlist file represents the cir-
cuit as a sequence of elements, with each line on the netlist file (or a group of lines
separated by a specially dedicated character) semantically describing one circuit ele-
ment at a time. Netlists of large circuits can easily grow to millions of lines. Typically,
the software responsible for automatically constructing the MNA formulation reads
the netlist one line at a time or, more recently, multiple lines at a time using parallel
processing. With the syntax used for each line completely identifying the type of cir-
cuit element (e. g., a capacitor), its value (in Farads), and the circuit nodes to which it
is connected, the MNA formulation software proceeds, guided by the preprogrammed
various elements stamps, to add the contribution of each element to the matrices or
vectors in the MNA formulation in (4.1).

To providemore insight into this process, we include in the following subsections
a limited sample of circuit elements and their stamps.
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4.2.1.1 Resistor’s stamp

Consider a resistor with resistance R connected between two circuit nodes labeled on
the netlist n_j and n_jprime (as shown in Figure 4.2(a)), and let j and j󸀠 ∈ ℕ be the
two (integer) indices associated with the two voltage waveforms of those nodes.1 The
line representing the resistor, such as R = 30Ω on a netlist may appear as shown by
the following line:

R_resistor_label n_j n_jprime R=30

The stamp of such a resistor is captured using the formulation

G← G +
{{{{{{{{{{
{

column j column j󸀠

[ ]
row j 1/R −1/R
row j󸀠 −1/R 1/R

}}}}}}}}}}
}

.

4.2.1.2 Inductor’s stamp

In the same style used for the resistor stamp above, the stamp of an inductor (Fig-
ure 4.2(b)) with inductance L connected between two nodes labeled on the netlist n_j

Figure 4.2: A sample of common circuit elements.

1 In other words xj(t) = voltage at node n_j, and xj󸀠 (t) = voltage at node n_jprime.
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and n_jprime, with corresponding indices j and j󸀠 ∈ ℕ, may be shown by

G← G +

{{{{{{{{{{{{{{{
{

column j column j󸀠 column m+1

[

[

]

]

row j +1
row j󸀠 −1

row m+1 +1 −1

}}}}}}}}}}}}}}}
}

,

C← C +

{{{{{{{{{{{{{{{
{

column j column j󸀠 column m+1

[

[

]

]

row j

row j󸀠

row m+1 −L

}}}}}}}}}}}}}}}
}

.

The above formulation should be read as follows: The stamp of an inductor re-
quires appending the inductor’s currentwaveform to the set of theMNAvariables x(t).
Thus, assuming that there are currently m variables in the formulation, the matrices
G and Cwill be appended by an extra row and extra column (m + 1) to account for the
current in the inductor and its associated constitutive equation. The syntax of the line
describing an inductor with L = 3 µH typically appears as

L_inductor_label n_j n_jprime L=3uH

4.2.1.3 Stamp of an independent voltage source

Let an independent voltage source (seen in Figure 4.2(c)) have a voltage u(t), and be
connected between two nodes labeled n_j (positive polarity) and n_jprime (negative
polarity) with indices j and j󸀠, respectively. The stamp of this voltage source appears
in both the source vector b(t) and the matrix G, as illustrated by the following formu-
lation:

b(t)← b(t) +

{{{{{{{{{{{{{{{
{

[

[

]

]

row j

row j

row m+1 u(t)

}}}}}}}}}}}}}}}
}

,

G← G +

{{{{{{{{{{{{{{{
{

column j column j󸀠 column m+1

[

[

]

]

row j +1
row j󸀠 −1

row m+1 +1 −1

}}}}}}}}}}}}}}}
}

.

As can seen from the above formulation, the currentwaveform in the source enters
in the set ofMNAvariables as indicatedby the extra rowandcolumn in theMNAmatrix
G and source vector b(t).
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4.2.1.4 Stamp of a voltage-controlled voltage source

Figure 4.2(d) shows a voltage-controlled voltage source (VCVS). This circuit element
has four nodes (with indices denoted j, j󸀠, k, k󸀠) and its stamp requires that the cur-
rent in the controlled source (μVs in Figure 4.2(d)) be included in the vector of MNA
variables x(t). The following formulation can visualize the stamp of VCVS:

G← G +

{{{{{{{{{{{{{{{{{{{{{{{{
{

column j column j󸀠 column k column k󸀠 column m+1

[[[[[[

[

]]]]]]

]

row j

row j󸀠

row k +1
row k󸀠 −1
row m+1 −μ μ +1 −1

}}}}}}}}}}}}}}}}}}}}}}}}
}

.

A typical netlist line representing a VCVS with μ = 0.4 is shown below.

E_VCVS_label n_j n_jprime n_k n_kprime 0.4

4.2.2 Incorporating high-speed interconnects in circuit
formulation

When the circuit includes (in addition to the above-mentioned lumped elements) a
subcircuit or subnetwork that is characterized as a high-speed interconnect circuit,
the mathematical formulation given by (4.1) will have to be amended with a new term
that significantly alters the nature of the formulation. The reason for that is that those
networks have their physics grounded in the theory of electromagnetic propagation,
which is often described by Maxwell’s equations. Under certain assumptions, more
specifically, a quasi-transverse electromagnetic wave propagationmode [91], the volt-
ages and currents on those network are properly described as functions of time t and
a spatial variable z that denotes the spatial distance along the line.

To further elucidate the above paragraph, Figure 4.3 shows the physical struc-
ture of a multiconductor interconnect with a ground plane, and Figure 4.4 shows its
schematic representation as a network ofm conductors with 2m ports.

The schematic representation highlights that voltages and currents are no longer
localized to a certain node or a certain branch as in the case of lumped elements, but
are rather distributed along the lines as a function of both time t and distance z. Thus,
the constitutive relation between the voltage and currents, in this case, is no longer
an algebraic or simple differential relation, but rather takes the form of a set of partial
differential equations (PDEs), in which derivatives of the voltages and currents with
respect to t and z appear.



118 | B. Nouri et al.

Figure 4.3: A physical representation for
a high-speed interconnect structure.

Figure 4.4: A schematic representation for the high-speed interconnect structure shown in
Figure 4.3.

As a consequence of this fact, an attempt to develop a compact stamp, in the same
spirit as was shown for conventional lumped elements listed above, would be suc-
cessful only if it is carried out in the Laplace or frequency domain. This is because,
in the Laplace domain, derivative with respect to t is replaced by the Laplace-domain
variable s leaving only the derivativewith respect to z, therefore, transforming the PDE
to an ordinary differential equation (ODE) in z, the solution of which can be written
analytically using the matrix exponential function.

Unfortunately, such a stamp comes with a complex dependence on the Laplace-
domain variable (s), whichmakes deriving the required time-domain stampa complex
(if not impossible) task. Indeed, the only possible way to incorporate this stamp in
the time-domain MNA formulation of (4.1) is to add another term, which involves a
convolution with x(t). With a convolution term present in the MNA formulation, the
utilization of time marching to simulate the circuit becomes very inefficient.

The approaches that are often used to circumvent this difficulty, i. e., to derive a
time-domain stamp for the interconnect element, can be developed, but usually at the
cost of compactness. Those approaches, which are collectively known under the term
“macromodeling,” seek to convert the PDE into a time-domain ODE that can be easily
stamped into the MNA formulation of (4.1).



4 Model order reduction in microelectronics | 119

Macromodeling techniques typically approach the problem by discretizing the
PDE along the spatial dimension z, approximating the z derivative using an appropri-
ate approximation operator. Examples of these techniques arematrix rational approx-
imation (MRA) [28, 29] of the exponential function and delay-based approaches such
as method of characteristics (MoC) [53] and the DEPACT algorithm [83]. Macromodel-
ing, used in that sense, solves the issue of stamping the high-speed interconnect in the
MNA formulation, but at the cost of compactness as it produces a large network of ex-
tra circuit elements. The goal of using MOR in high-speed interconnects is to address
the complexity of simulating the circuit with large macromodels.

Thenext subsectionpresents themacromodeling based on lumped segmentation,
while the rest of the chapter will review the application of various MOR approaches
used to reduce the complexity of the models.

4.2.3 Time-domain macromodeling based on discretization

Discretization techniques represent a very straightforward approach to overcome the
above difficulties and incorporate high-speed interconnects in circuit simulators. Fol-
lowing the central idea of these techniques, one first needs to introduce the param-
eters of the line, which are the resistance (R), inductance (L), conductance (G), and
capacitance (C) per unit length. In the case of an interconnect with m conductors,
those parameters arem ×mmatrices.

Discretization proceeds by dividing the line into segments of length Δz, chosen
to be a small fraction of the shortest wavelength in the driving signal.2 If the length
of each of these segments is electrically small (i. e., compared to the shortest wave-
length), then each segment can be replaced by the model shown in Figure 4.5.

It is of practical interest to know howmany of these segments are required to rea-
sonably approximate the interconnect. For illustration consider a lossless line, i. e.,
R = 0 and G = 0, with only LC elements which can be viewed as a low-pass filter. For a
reasonable approximation, this filter must pass at least some multiples of the highest

Figure 4.5:Modeling a segment of a
single-conductor transmission line
using lumped circuit elements.

2 The shortest wavelength is obtained by dividing the speed of light in themediumof the interconnect
by the highest frequency in the propagating signal.
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frequency fmax of the propagating signal (say, 10 times, f0 ≥ 10fmax). To relate these
parameters, we make use of the 3 dB passband frequency of the LC filter given by [63]

f0 =
1

π√LdCd
=

1
πτd
, (4.2)

where d is the length of the line and τ = √LC represents the delay per unit length
(p. u. l.). Typically, we set fmax = 0.35/tr, where tr is the rise time of the signal. Using
(4.2), we can express the relation f0 ≥ 10fmax in terms of the delay of the line and the
rise time as 1/(πτd) ≥ 10 × 0.35/tr or tr ≥ 3.5(πτd) ≈ 10τd. In other words, the delay
allowed per segment is approximately tr/10. Hence the total number of segments (P)
needed to represent the total delay of τd is given by

P = τd/(tr/10) = 10τd/tr . (4.3)

As an example, consider a digital signal with rise time tr = 0.2 ns propagating on
a lossless wire of length 10 cmwith a p. u. l. delay of 70.7 ps, which can be represented
by a distributed model with p. u. l. parameters of L = 5 nH/cm and C = 1 pF/cm. If the
same transmission line were to be represented by lumped segments, one needs P ≈ 35
segments.

One of the major drawbacks of the above approach is that it requires a large num-
ber of sections, especially for circuits with many multiple conductors, high operating
speeds, and sharper rise times. This leads to large circuit sizes and the simulation be-
comes CPU-inefficient.

4.3 Model order reduction: application perspective
A methodological approach to describe the application of MOR in microelectronics
can begin by considering the MNA formulation for general time-invariant large-scale
continuous circuits as presented in (4.1). In the absence of nonlinear elements, a gen-
eral linear circuit with several input and output terminals can be described by ne-
glecting the nonlinear term in (4.1). Additional mathematical terms are also included
to delineate their input-to-output behavior. In particular, to describe a network with
only linear elements, having nin inputs and nout outputs, the MNA formulation takes
on the following form:

C d
dt
x(t) + Gx(t) = Bu(t), (4.4a)

y(t) = Ltx(t), (4.4b)

where x(t) ∈ ℝN , C,G ∈ ℝN×N , B ∈ ℝN×nin , and L ∈ ℝN×nout .
For engineering applications such as microelectronics, microelectromechanical

systems, and electromagnetism, the size of the system in (4.4) can be very large, in
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the range of millions. To reduce the computational cost associated with such large
networks, MOR [6, 14, 113, 105, 13] has proven to be an effective tool to develop simpler
models that capture the essential features of the given large system and accurately
approximate their input-to-output behavior. The resultingmodel replaces the complex
original system to ensure fast and reliable simulations.

4.3.1 Explicit moment-matching

Given a linear time-invariant (LTI) circuit in MNA form (4.4), its input-to-output rela-
tionship under the assumption of zero initial state can be described in the Laplace
domain as Y(s) = H(s)U(s), where

H(s) = Lt(G + sC)−1B (4.5)

is a complex-valued transfer function. The Laplace variable “s” is in the form of a com-
plex frequency. The importance of transfer functions in characterizing LTI systems
stems from the fact that the unit-impulse response of the system in the time domain
can be recovered by the inverse Laplace transform of H(s).

A natural idea for MOR is to construct a reduced-order model such that the Taylor
series expansion of its transfer function Ĥ(s), with respect to s, matches a number of
the leading terms in the Taylor series expansion of the original H(s) (4.5). Assume G
is invertible; then DC (s = 0 rad/s) can be a prompt choice for the expansion point.
Taylor series expansion of H(s) around s = 0 can be obtained by expanding X(s) as

H(s) = LtX(s) = Lt
∞
∑
i=0

Mi s
i, (4.6)

where the coefficient of si in the expansion is called the i-th moment at s = 0.

4.3.2 Moment computation in MNA formulation

Applying Laplace transform to (4.4a), assuming the unit-impulse excitations at the
inputs, and expanding its X(s) using Taylor series at s = 0, we obtain

(G + sC)(M0 + M1s + M2s
2 + ⋅ ⋅ ⋅ + Mis

i + ⋅ ⋅ ⋅) = B. (4.7)

Moments of the MNA variables X(s) are derived in a recursive form as

Mi+1 = AMi (4.8)

where

M0 = R, R = G−1B, A = −G−1C. (4.9)
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Computation of moments only need one LU decomposition ofG. The moment compu-
tation formula can be equivalently written as

Mi = A
iR, for i = 0, 1, 2, . . . . (4.10)

4.3.3 Asymptotic waveform evaluation

Asymptoticwaveform evaluation (AWE) [98, 96, 21] was the firstMORmethod thatwas
based on the moment-matching idea. Following the steps of AWE, first, 2m leading
moments of the circuit are obtained through a fast recursive moment computation.
These 2m explicit moments (4.10) are used to find m poles and residues of the m-th-
order macromodel via the Padé approximation.

The explicit moment-matching approaches, namely, AWE, suffer from numerical
limitations and become ineffective due to the inherent ill-conditioning nature of ex-
plicit moment generation. Thus, these methods can be used for small-order approxi-
mations which require only a few moments to be matched.

4.3.4 Projection for order reduction

An elegant solution to overcome the innate ill-conditioning of the methods based on
explicit moment generation is to use projection-basedMORmethods, which are based
on implicit moment-matching [34, 38, 40, 111, 88, 20, 50, 25]. The enabling idea is to
first reduce the number of MNA variables by projecting x(t) to smaller subspace, as
shown in (4.11). For this, an orthogonal projection matrix V ∈ ℝN×m with m ≪ N is
used as

x(t) = Vx̂(t). (4.11)

Then, a left-projection matrix U ∈ ℝN×m is used, in general, to reduce the size of the
resulting circuit equation as

UtCV d
dt
x̂(t) + UtGVx̂(t) = UtBu(t). (4.12)

Given the projection matrices U and V (∈ ℝN×m), the reduced-order model for the
MNA formulation in (4.4), obtained through a Petrov–Galerkin projection scheme [6],
can be formalized as

Ĉ d
dt
x̂(t) + Ĝx̂(t) = B̂u(t), (4.13a)

y(t) = L̂tx̂(t), (4.13b)

where
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Ĉ = UtCV ∈ ℝm×m, Ĝ = UtGV ∈ ℝm×m, (4.13c)

B̂ = UtB ∈ ℝm×nin , L̂t = LtV ∈ ℝnout×m. (4.13d)

Themodel reductionmethods differ in the choice of their projectionmatricesU andV.
For the techniques based on the idea of split congruence transformations [65], such
as passive reduced-order interconnect macromodeling algorithm (PRIMA) [88], both
projection matrices span the same subspace and thus a single projection matrix is
used, U = V.

Computation of the orthogonal basisV is an essential step in the split congruence
transformation-based reduction process and can be themain differentiation factor be-
tween the reduction methods.

4.3.5 Krylov subspace techniques

The Krylov subspace is defined as a subspace of the space spanned with the columns
of block moments of circuit response, as given in (4.14). Let V ∈ ℝm×n be the sought
orthogonal basis matrix spanning the Krylov subspace as

colspan(V) = 𝒦r(A,R, q) = colspan{R,AR, . . . ,A(q−1)R}, (4.14)

such that Vt V = Im×m (orthogonal), wherem = q × nin. Using the (block) Krylov basis
V as a projection matrix is a common approach in MOR [38, 20, 8, 50]. The Lanczos
algorithm [69] andArnoldi process [7] are two numerically robustmethods to generate
the Krylov basis matrix V.

The Padé via Lanczos (PVL) method was the first projection-based method [34]
to implicitly match the reduced model and the original system to a certain order of
moments [51]. The matrix PVL (MPVL) algorithm is an extension of PVL to general
multiple-input multiple-output systems [35, 3]. To deal with circuits with symmetric
matrices, the SyPVL algorithm [42] or its multiport counterpart (SyMPVL) [43] were
developed.

4.3.6 Arnoldi algorithm

The Arnoldi process using the modified Gram–Schmidt orthogonalization recur-
sively produces a set of orthonormal vectors as the basis for a given Krylov subspace
𝒦r(A,R, q) [7]. The algorithm generates an orthogonal projection matrix V ∈ ℝN×m

and a block upper Hessenberg matrixℋ ∈ ℝm×m which satisfy

VtAV =ℋ. (4.15)

For the practical implementations of the Arnoldi algorithm for single-input single-
output systems and the block-Arnoldi algorithm for the multiple-input multiple-
output cases, one can refer to [102, 20, 1].
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4.4 Formulation of RC circuits representing on-chip
interconnects

As stated in Section 4.1 and shown in Figure 4.1, the presence of high-speed intercon-
nects is ubiquitous at all levels of the electronics design hierarchy, be it on the sili-
con (on-chip or die), package, board, or backplanes level. It is often the case that the
on-chip interconnects are characterized by increased resistance and negligible induc-
tance. In this situation, amesh of RC elements can accuratelymodel the on-chip inter-
connect. Based on a general MNA circuit formulation (4.4), the impedance parameter
realization for RC network presenting an on-chip interconnect is obtained with L = B
as

Gx(t) = −Cdx(t)
dt
+ Bu(t), z(t) = Btx(t), (4.16)

whereG andC are symmetric and respectively contain the stamps of parasitic resistors
and capacitors andu(t) contains the current source excitations at input terminals. The
capacitors being real and positive, matrix C is positive semi-definite. For this realiza-
tion, G has positive diagonal entries that are greater than or equal to the sum of the
absolute value of the off-diagonal elements in its row, and are so-called irreducibly
diagonally dominant [82]. This means that none of the eigenvalues of either matrix is
negative.

4.4.1 Reduced RCmacromodel for on-chip interconnects

The central idea to obtain an efficient and accurate macromodel for the RC intercon-
nect in (4.16) is to exploit the symmetry and positive definiteness properties of itsMNA
matrices. Assuming G is invertible, and hence the circuit has a DC solution, it is

G = Gt > 0 and C = Ct ≥ 0. (4.17)

A circuit with matrices possessing the properties in (4.17) is referred to as a sym-
metric system. For symmetric positive definite G shown in (4.17), the Cholesky factor-
ization exists as [49]

G = GLGL
t, (4.18)

whereGL is lower triangular with positive diagonal elements. By substituting (4.18) in
(4.16) and defining J Δ= GL

−1, we get

x(t) = −JCJt dx(t)
dt
+ JBu(t), z(t) = (JB)tx(t). (4.19)
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Using the projectionmatrixV obtained from running the blockArnoldi algorithmwith
matrixR = JB and the symmetric negative semi-definite matrixA = −JCJt, considering
(4.15), the reduced macromodel for (4.19) is constructed as

x̂(t) = Λdx̂(t)
dt
+ B̂u(t), z(t) = B̂tx(t), (4.20)

where Λ = −VtJCJtV ∈ ℝm×m is symmetric and block tridiagonal and B̂ = VtJB. The
macromodel in (4.20) is an m-th-order system matching the first 2q moments of the
original system.

Proposition 4.1. For any symmetric system, using a projection matrix formed by the
Krylov bases as V = 𝒦r(−JCJt, JB, m), the first 2q (block) moments of the original and
reduced-order system of order m = q × nin match.

The proof is possible by induction and is straightforward by following the similar
steps presented in [103].

An attempt to generalizing this approach to the cases of RL and LC circuits has
been presented in [44].

4.5 Model order reduction of RLC on-chip
interconnects

As a long interconnect is imposed with faster on-chip rise times, the impact of its in-
ductive property becomes noticeable. The wide wires which are frequently encoun-
tered in clock distribution networks and upper metal layers can be considered as typ-
ical examples. These wires, having a low resistance, exhibit inductive effects with a
dominant impact on signal propagation. In these cases, inductance cannot be ne-
glected anymore and needs to be included in the models for realistic simulations of
VLSI designs. To handle the resulting extremely large RLC circuit models for on-chip
interconnects, several algorithms are available in the literature [110, 67, 37]. While
thesemethods can produce an accurate reduction for RLCnetworks, they cannot guar-
antee the passivity. However, preserving passivity in the reduction of general RLC net-
works is a practical necessity. Passivity implies that a network cannot generate more
energy than it absorbs from its sources. It is important because the cascade connec-
tions of (strictly) passive circuits will be (asymptotically) stable [19]. However, inter-
connections of stable but nonpassive macromodels may not necessarily be stable. For
a detailed account of passivity and the importance of passivity preservation, [12, Chap-
ter 5] can be referred to.
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4.5.1 Passive reduced-order interconnect macromodeling
algorithm

To establish the idea, let us consider the admittance parameter realization [20] for a
general multiport RLC network in the time domain described using MNA circuit equa-
tions in the form presented in (4.4) with L = B, where u(t) contains the voltage source
excitations at input terminals and outputs are the currents entering the same termi-
nal. Logical partitioningof theunknownvectorx canbegivenasx = [vnodes, ibranches]t,
wherevnodes is voltages at the nodes and ibranches contains the currents in the branches
of inductors and voltage sources. Correspondingly, G, C, and B in (4.4) can be parti-
tioned as

G = [G11 G12
Gt
12 0
] , C = [C11 0

0 C22
] , B = [B1

B2
] , (4.21)

whereG11 is symmetric positive definite provided each internal node has a DC path (to
the ground), G12 is a block containing zeros and ones, C11 is symmetric and positive
semi-definite, and C22 is symmetric negative semi-definite. The passive reduced-order
interconnect macromodeling algorithm (PRIMA) [20, 88] is a Krylov subspace-based
projection method using the Arnoldi process. By taking advantage of the particular
block structure of linear RLC circuits as given in (4.21), PRIMAcreates passive reduced-
order models. The passivity preservation requires a simple modification in the circuit
formulation as negating the rows in conductancematrixG, susceptancematrixC, and
input matrix B corresponding to the current variables as [20, 110]

G = [ G11 G12
−Gt

12 0
] , C = [C11 0

0 −C22
] , B = [ B1

−B2
] . (4.22)

Using the modified matrices in (4.22) and the projection matrix from the Arnoldi pro-
cess, the reducedmodel in the formpresented in (4.13) canbe computed. The following
theoretical results can be stated for the resulting reduced macromodel.

Corollary 4.1 (Preservation of moments). Given anm×mKrylov basis projectionmatrix
as V = 𝒦r(−G−1C, G−1R), the reduced PRIMA macromodel in (4.13) preserves the first
q = ⌊m/nin⌋3 block moments of the original system.

For the proof, [20, 88] can be referred to.

4.5.1.1 Passivity of the reduced model

A linear network is passive if its admittance or impedance transfer function matrix
Ĥ(s) is positive real by satisfying the following necessary and sufficient conditions

3 ⌊x⌋ Floor operator rounds down x to the largest integer number less than or equal to x.
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[5, 84, 18]:

{{{
{{{
{

Ĥ(s) is defined and analytic inℜe(s) > 0 , (a)
Ĥ∗(s) = Ĥ(s∗) , (b)
Φ(s) = (Ĥ(s) + Ĥ∗t(s)) ≥ 0 ∀s ∈ ℂ: ℜe(s) > 0, (c)

(4.23)

where superscript∗ is the complex conjugate operator. For the reducedmodels the real
reducedmatrices Ĉ, Ĝ, B̂, and L̂ are real, the passivity can be equivalently investigated
by checking [68, 88]

Φ(s) = (Ĥ(s) + Ĥt(s∗)) ≥ 0 ∀s ∈ ℂ: ℜe(s) > 0. (4.24)

For the macromodel such as impedance and admittance realizations where L = B, we
have the following.

Corollary 4.2 (Preservation of passivity). Given a continuous-time linear system with
the real-valued matrices (G + Gt) ≥ 0 and Ct = C ≥ 0 and any full rank reduction
projection matrix V ∈ ℝN×m, the reduced PRIMA macromodel is passive.

The proof is possible by showing the satisfaction of the passivity condition in
(4.24) following the steps presented in [20, 88].

From Corollary 4.1, it is seen, after selecting the required number of block mo-
ments q to achieve a desired predefined accuracy, that the order of the reduced system
m proportionally increases with the increase in the number of ports, i. e.,m = q × nin.

4.5.2 Example: reduction using PRIMA

In this example, we consider an RLC mesh shown in Figure 4.6. It is connected to the
rest of the circuit through its 24 ports. The order of the subcircuit (excluding termina-
tions) is N = 5,800. The original subcircuit is reduced using the PRIMA algorithm to
form a passive reduced macromodel of orderm = 290.

Figure 4.6: A network including a 24-port RLC mesh as its subcircuit (Section 4.5.2).
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Figure 4.7: Transient responses at the terminal at the left of the horizontal trace#1 (top) and trace#10
(bottom) (Section 4.5.2).

The reducedmodel is plugged in theMNAequations of the rest of the circuit,whichhas
three input voltage sources connected to the near-ends terminals 1, 6, and 12. The test
excitations are set to trapezoidal pulses with rise/fall times of 0.1 ns, a delay of 1 ns,
and a pulse width of 5 ns. The simulation results obtained from the original circuit
of Figure 4.6 and from the network using the reduced macromodel are compared in
Figure 4.7, which shows excellent agreement.

4.5.3 Structure-preserving model order reduction of RLC
interconnects

The prominence of the PRIMA method presented in Section 4.5.1 is mainly due to
its passivity preservation. As previously described in Section 4.5.1, to create passive
reduced-order models, PRIMA relies on the special block structure of linear RLC cir-
cuits (4.22). Later, in [40, 39, 41], the structure-preserving reduced-order interconnect
macromodeling (SPRIM) method was developed. Besides passivity, SPRIM can pre-
serve other characteristics inherent to RLC circuits, such as the block structure of the
circuit matrices and the reciprocity.

In the SPRIM approach, first, a projection matrix V ∈ ℝN×m is obtained by run-
ning the Arnoldi process. According to the block structure of the systemmatrices, the
projection matrix is partitioned to

V = [V1
V2
] . (4.25)

Next, the blocks V1 and V2 are rearranged to form a new projection matrix as

V̂ = [V1 0
0 V2
] ∈ ℝN×2m. (4.26)
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Using V̂ ∈ ℝN×2m (4.26) and based on the concurrence transformation, the reduced
model is obtained.

It can be shown that the SPRIM constructs the passive reduced-order models,
which preserve twice asmanymoments as the corresponding PRIMAmodels obtained
with (almost) the same computational cost. Hence, SPRIM offers comparable accu-
racy with the Padé-type approximation in the sense that both match twice as many
moments. For the real frequency expansion point s0, SPRIM is more accurate than
PRIMA. The SPRIM model, written in the form of first-order DAEs, would be twice as
large as the corresponding PRIMA model. However, the SPRIM model can always be
represented in the second-order form with the same size as the PRIMA model.

4.6 Model order reduction of RLC interconnect
structures with many ports

For designers to accurately assess on-chip layout-dependent parasitics before fabrica-
tion, extremely large RLC representations for on-chip interconnects are automatically
extracted from layout and are included as subnetworks in the netlist for circuit simu-
lation. Often these subnetworks have many interfaces with other parts of the on-chip
design. Some challenges arise in the MOR of such RLC networks with a large num-
ber (e. g., thousands) of input/output terminals. The direct application of the conven-
tional implicit moment-matching MOR techniques such as PRIMA and SPRIM on a
multiport network often leads to inefficient transient simulations due to the large and
dense reduced models. As shown in Section 4.5.1, to achieve the desired accuracy, for
every increase in the number of ports, the order of the reduced system increases pro-
portionally to the number of block moments.

Several attempts have been made to confront this problem via port-compression.
Early studies in [33, 36] reveal that there may exist a large degree of correlation be-
tween various input and output terminals. Incorporating this correlation information
in the matrix transfer function at the I/O ports of the reducedmodel during the reduc-
tion process became the common theme in the existing terminal-reduction methods.
However, the major difficulty in port-compression algorithms such as SVDMOR [33],
ESVDMOR [79], RecMOR [36], and several others [15, 78, 76, 80, 77] is that the correla-
tion relationship is frequency-dependent and in many cases also input-dependent. In
general, practical networkswithmany ports rarely exhibit a high degree of correlation
[118]. As a consequence, such a reduction can lead to accuracy loss.

Also, due to the importance of on-chip RC interconnect, various efforts have been
reported in the literature tackling this issue for the case of RC networks, such as [66,
119, 60, 89].

Recently, for the general case of on-chip interconnect RLC circuits with a large
number of ports, an efficient MOR has been presented in [86]. This method exploiting
the superposition paradigm [106, 11] proposes a reduction strategy based on a flexible
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clustering of inputs. Thereby, the problem of reducing networks with many ports is
simplified by clustering inputs into small groups, and reducing each subsystem indi-
vidually. Next, the reduced subsystems are concatenated to constitute a globalmacro-
model resulting in an accurate and sparse block-diagonal reducedmodel (see the right
graph in Figure 4.10), which is stable by construction.

Since subsystems are treated independently, passivity is not always guaranteed.
However, the flexible clustering scheme of the method, along with the information
from the geometry of the design, is used to improve the passivity of the resulting
model. The flexibility of the technique allows passivity preservation to be considered
as the primary criterion when grouping the lines into the clusters. Utilizing well-
established passivity enforcement techniques as presented in [12, Chapter 5] can also
be considered as an alternative strategy. To this end, based on the aposteriori passivity
check, a postprocessing procedure can be applied to enforce the model passivity.

4.6.1 Example: reduction of multiport network
Themulticonductor interconnect circuit shown in Figure 4.8 has 64 terminals through
which it is connected to the rest of the design.

Figure 4.8: 32-conductor coupled interconnect network with terminations (Section 4.6.1).

Applying the multiport-MOR method in [86] to the network in Figure 4.8, a multiport
reduced-order model is obtained. Figure 4.9 demonstrates the accuracy of the result-
ing reduced model by sample comparisons of time-domain responses, depicting an
excellent agreement of the responses.
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Figure 4.9: Transient responses at victim line near-end of line#2 (top) and far-end of line#31 (bottom)
(Section 4.6.1).

Figure 4.10: (left) Sparsity pattern of reduced MNA equations using conventional PRIMA (dense).
(right) Sparsity pattern of reduced MNA equations using the method in [86] (Section 4.6.1).

Figure 4.10 illustrates theblockdiagonal structure of the resulting reducedmodel com-
pared to using the conventional PRIMA algorithm, which admits a significant sparsity
advantage.

Table 4.1 compares the CPU time expense for the transient simulation of the mul-
tiport circuit in Figure 4.9 using different approaches. As seen, while applying PRIMA
leads to a macromodel that is prohibitively expensive even compared to the original

Table 4.1: CPU cost comparison between the original system, PRIMA, and the method in [86].

Original PRIMA Method in [86]

Size 29.195 2.560 2.560
Total CPU time (s) 645.9 1730 111.7
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circuit, themultiport reductionalgorithm in [86] achieves a speedup factor of 15.5 com-
pared to PRIMA.

4.7 Model order reduction of active circuits

Active circuits are often used (inserted) along the on-chip interconnects for example
to minimize the propagation delay of the signals transmitted through those intercon-
nect lines [61, 9, 115, 10, 2, 112, 26, 59, 4]. An illustration of the idea is presented in
Figure 4.11.

Figure 4.11: Amplifiers inserted in an RLC line to minimize the propagation delay by dividing the
interconnect line into shorter sections [61].

The active circuits generally include dependent voltage and/or dependent current
sources, e. g., in small-signal device models, amplifier circuits, etc. Considering the
stamps of dependent sources as presented in Section 4.2.1.4, it is straightforward to
see that in the presence of these sources, (G +Gt) is not always positive semi-definite.
For such circuits, the congruence transformation does not guarantee the stability of
the reduced models. Therefore, using conventional MOR techniques such as PRIMA
(Section 4.5.1) and SPRIM (Section 4.5.3) for the reduction of these circuits will not
guarantee the stability of the resulting model. However, it is desirable and often cru-
cial that resulting reduced-order models inherit the stability of the original circuit.
Unstable models can lead to inaccurate or totally unfeasible time-domain simulation.

There are a fewapproaches for stability preservationof the resulting reducedmod-
els, such as [107, 17, 75, 64], which are usually based on postprocessing. For example,
in [64, 62, 90] a method is proposed to eliminate the unstable poles of the reduced
system by using implicitly and explicitly restarted Arnoldi and Lanczos algorithms.
However, the common concept in thesemethods is to sacrifice accuracy of the reduced
model in order to guarantee stability, which may destroy the integrity of the moment-
matching algorithm leading to an inaccurate reduced model [107]. In addition, nu-
merical algorithms for restoring stability [17] are not guaranteed to converge, and in
general, they have a relatively high computational cost associated with them. Classi-
cal truncated balanced realization (TBR) [81, 6] is anothermethod to preserve stability.
However, it is computationally expensive, which makes it not suitable for very large
circuits. In addition, the existence of a solution for general circuit formulation is not
guaranteed.
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In [87] a projection framework is presented for constructing stable reduced
macromodels for stable active linear circuits. To this end, the right-projection ma-
trix V ∈ ℝN×m is formed through implicitly matching the first m moments of the
original circuit equations as described in Sections 4.3.5 and 4.3.6. Next, a full rank
left-projectionmatrixU ∈ ℝN×m is constructed through implicitly satisfying a stability
condition in the form of a generalized Lyapunov inequality [6, 17].

Given the generalized eigenvalue and eigenvector matrices of the matrix pencil
(Ct,−Gt) as D ∈ ℂm×m and Γ ∈ ℂN×m, respectively, which are obtained by generalized
eigenvalue decomposition as

Ct Γ = −Gt ΓD, (4.27)

a full column rank left-projection matrix can be formed as

U = [Γr ,
1
2
(Γc + Γ

∗
c ),
−j
2
(Γc − Γ

∗
c )] ∈ ℝ

N×m (4.28)

where Γr contains the real eigenvectors corresponding to themr real eigenvalues in D
and Γc and Γ∗c contain the complex eigenvectors corresponding to themc complex and
conjugate eigenvalues of D. The computational steps to generate stability-preserving
left-projection matrix are illustrated in Algorithm 4.1.

The resulting left-projectionmatrixUplays the role of guaranteeing stability of the
reduced-ordermodel by ensuring that the Lyapunov stability constraint is satisfied by
the resulting reducedmodel. Thereby, the proposed algorithmguarantees the stability
of the reducedmodel by constructionwithout numerical optimization or postprocess-
ing.

4.7.1 Example: reduction of active circuit

We consider an amplifier circuit shown in Figure 4.12 as an example of large active cir-
cuit. The interconnect structure consists of four coupled lines of length L = 10 cm. The
high-frequency equivalent-circuit model for amplifier blocks is shown in Figure 4.13.

The transmission structurewhose geometry is shown inFigure 4.12, ismodeledus-
ing lumped RLGC segmentationwith p. u. l. parameters obtained fromHSPICE. Apply-
ing the MORmethod in Section 4.7, a stable reduced-order model for the original (sta-
ble) network in Figure 4.12 is obtained. The accuracy of the resulting reducedmodel is
demonstrated in Figure 4.14, by comparing the transient voltage responses of the re-
ducedmodel with the simulation results of the original (unreduced) model. The input
signal is trapezoidal-pulse with the delay time td = 1 ns, pulse width tpw = 5 ns, and
the rise and fall times tr = 0.25 ns and tf = 0.25 ns, respectively.

The resulting reducedmodel provided an accurate time-domain response, where-
as the time-domain simulation of the Arnoldi-basedmodel failed to converge because
of the unstable poles.
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Algorithm4.1: The proposedmethod for stable model order reduction of active
circuits.
Input: Original G,C,B,L, Reduction-orderm.
Output: Stable reduced-order model: Ĝ, Ĉ, B̂, L̂.

1 V← Arnoldi(−G−1C,G−1B,m) ; // right-projection matrix

2 Γ,D← eigs(Ct,−Gt,m) ; // Sparse-generalized eigenproblem solver

3 D← diag(D);

4 if D(m) ∉ ℝ then
5 if D(m) ̸= D(m − 1)∗ then
6 Γ(:,m) = [ ];
7 end
8 end
9 i← 1;
10 while i ≤ m do
11 γi← Γ(:, i) ; // γi is the i-th column vector in Γ
12 if D(i) ∈ ℝ then
13 U add to

←󳨀 γi;
14 i← i + 1;
15 else
16 U add to

←󳨀 ℛe(γi), ℐm(γi);
17 i← i + 2;
18 end
19 end
20 Ĉ← UtCV, Ĝ← UtGV, B̂← UtB, L̂← LV;

Table 4.2: Comparison of the original and reduced models (Section 4.7.1).

Dimension Stability

Original circuit 12,024 Yes
Arnoldi-based reduced model 46 No
Proposed reduced model 46 Yes

The sizes and stability properties of the original and reduced models are compared in
Table 4.2.

The CPU-time for frequency-domain simulation of the original is compared with
the proposed reduced model in Table 4.3.
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Figure 4.12: A stable active design consisting of four coupled interconnects and amplifier blocks
(top), Cross-section of transmission line structure (bottom) – (Section 4.7.1).

Table 4.3: Comparison of the CPU time for frequency simulation using original and reduced models
(Section 4.7.1).

Original Reduced

Order 12,024 46
Model generation time (s) – 0.393
Simulation time (s) 33.306 0.195
Speedup factor ≈57

Figure 4.13: High-frequency equivalent-circuit model for MOS cascade amplifier (the biasing network
is not presented) (Section 4.7.1).
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Figure 4.14: Comparison of the transient responses at Vout3 at the far-end of line 3 (top), and at Vout 4
at the far-end of line 4 (bottom) (Section 4.7.1).

4.8 Conclusions

This chapter described the application of MOR for efficient analysis of microelectronic
structures in circuit simulation environments. A general framework for formulating
the circuit equations based on the MNA approach that is commonly used in commer-
cial circuit simulatorswas presented. The alternativemeans to incorporate high-speed
interconnect structures within the general formulation of the circuit equations were
introduced. This leads, in general, to circuit models with a large number of lumped
components. MOR techniques for RC and RLC interconnect circuits with emphasis on
stability and passivity preservation were reviewed. Current challenges in the MOR of
interconnect circuits with a large number of ports were presented along with some of
the recent MOR techniques to handle this kind of circuits. In addition, existing tech-
niques for the reduction of active stable circuitswere reviewedwith emphasis on guar-
anteeing the stability of the reduced circuits by construction.

It should be noted here that the presentations of MOR application in high-speed
interconnects have been restricted to those techniques that are based on projecting
the system into its Krylov subspace. Other projection-based methods have also been
proposed to handle the high-speed interconnect. Worthy of note among those meth-
ods are the truncated balanced realization algorithms [48, 71, 93, 92, 70, 95]. Another
class of projection-based methods known as proper orthogonal decomposition (POD)
or principal component analysis were proposed for both linear and nonlinear systems
[16, 58]. However, they have not been widely applied to microelectronics.

In addition to the above projection methods, there are also nonprojection meth-
ods, ofwhich the explicitmoment-matchingof Section4.3.1 is a knownexample. There
are other well-known approaches based on the Hankel norm of the system [48, 104].
Another group of nonprojection approaches relies on fitting the transfer function of
the system [23] in the frequency domain, of which the method based on vector fit-
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ting [56, 52, 85] is widely adopted in high-speed interconnects. An alternative class of
nonprojection methods is constituted using the basic idea behind a method termed
“selective node elimination” [30]. Several methods related to this approach have been
developed in the literature (e. g., [97, 109, 114, 120, 100]), and the time constant equili-
bration reduction [108] for the reduction of RC networks, which was extended to RLC
circuits in [22].
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systems

Abstract:This chapter has twomain objectives: first, to propose a computer-aided con-
sistent and accurate description of the behavior of electromagnetic devices at various
speeds or frequencies and, second, to describe procedures to generate compact elec-
trical circuits for them, with an approximatively equivalent behavior. The extracted
models should have a finite complexity as low as possible, while yielding an accept-
able accuracy, as well as preserve essential characteristics, such as passivity. A suc-
cessful complexity reduction canbe obtained ifapriori and on-the-fly reduction strate-
gies are applied before and during the model discretization, followed by a posteriori
complexity reduction.
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5.1 Introduction

An electromagnetic (EM) device is a system in which the EM field plays an essential
role. In order to extract a model of finite complexity, the first objective is to reduce the
complexity of the physical andmathematical models, which are initially of infinite di-
mension. The reduction from infinity to a finite order can be achieved by discretization
with a numerical method. However, due to the structural and geometrical complexity
of devices encountered now in real-life, the discrete models thus obtained have an ex-
tremely high order of complexity, reaching even orders of magnitude above millions,
requiring additional complexity reduction. That is why it is important to reduce the
model complexity not only after numerical discretization, but also prior to it, during
the modeling stage.

The modeling procedure consists of seven successive steps, each dedicated to
building a particular form of the model: (1) Conceptual modeling (conceptual model =
geometrical model + physical model) establishes consistent geometrical models and
physical models of the device including simplifying hypotheses and justified approxi-
mations of geometrical andphysical nature. (2)Mathematicalmodeling formulates the
mathematical equations that describe the operation of the device, presenting the con-
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ceptual model in a mathematical language as a properly formulated problem. (3) Ap-
proximate analytical modeling (AAM) determines the approximate analytical relation-
ship between the input and output physical quantities by solving an approximate,
simplified version of the model equations. (4) Numerical modeling aims to build an
algorithm to obtain the solutions of the mathematical model equations. (5) Computa-
tional modeling (simulation software) aims to create and test a computer program to
implement the numerical algorithm conceived in the previous step. (6) Model order
reduction (MOR) finds the simplest input/output systemwhich approximates a poste-
riori, i. e., after the discretization, the behavior of themodeled device, whilemaintain-
ing the original behavior with an acceptable accuracy. (7) Verification and validation
is the final step of the procedure, consisting of the verification of the solution obtained
by simulation and the validation of the extracted model, by comparison with experi-
ments. Without this final check the entire procedure is completely useless.

The discretization methods used in the fourth step and their main characteristics
are given in Table 5.1. Since the most used one is the finite element method (FEM), the
final section of this chapter is devoted solely to it.

Table 5.1: Characteristics of the fundamental numerical methods for EM field analysis.

Method Discretization mesh Form of discretized equations

FEM
Finite element

Unstructured, formed with triangles,
quadrilaterals, tetrahedrons,
hexahedrons, etc.

Weak form,
variational equations

FDM, FIT
Finite differences,
Finite integrals

Grid – mesh with regular topology,
Pair of staggered dual grids in the case of
hyperbolic equations

Differential (FDM)
or global equations (FIT)

BEM
Boundary elements

Unstructured two-dimensional mesh, on
the domain boundary

Integral equations

The complexity of theEMmodel in steps 1 and 2,whichhasdistributedparameters and
is described bypartial differential equations (PDEs), can be reducednot only a posteri-
ori, after discretization, but also on-the-fly, during the discretization, or even a priori.
All these complexity reduction steps contribute equally to obtain, eventually, a model
appropriate for the designer’s needs. From this perspective, it becomes apparent that
the efficient reduction of the model complexity cannot be limited to a reduction ap-
plied to the discrete model with classical MOR methods, or by matrix condensation,
and that the best final results require reductions before and during discretization.

This chapter is structured according to the modeling procedure above.
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5.2 Fundamental quantities and equations
In the macroscopic electromagnetism, the spatial distribution of the EM field is de-
scribed at each moment in time by a first set of four local primitive physical quantities
[43],which are the alphabet of this theory: (1) electric field strength E⃗ = ⃗f1( ⃗r, t) (V/m); (2)
electric flux density D⃗ = ⃗f2( ⃗r, t) (C/m2); (3)magnetic field strength H⃗ = ⃗f3( ⃗r, t) (A/m); and
(4) magnetic flux density B⃗ = ⃗f4( ⃗r, t) (T). Mathematically, they are three-dimensional
time-dependent vector fields, defined over unbounded spatial and temporal domains.
However, in order to be represented on computers, their restrictions are used instead,
defined on a so-called bounded “computational” domain ⃗r ∈ 𝒟 ⊂ ℝ3, and on a spec-
ified bounded time interval 0 ≤ t < T. A second set of two primitive physical quan-
tities describes locally the EM state of the material objects: (5) volume charge density
ρ = f5( ⃗r, t) (C/m3); and (6) volume current density ⃗J = ⃗f6( ⃗r, t) (A/m2).

The derived global quantities, defined as spatial integrals on specified lines (open
𝒞, closed Γ), surfaces (open 𝒮Γ, closed Σ), or domains (𝒟Σ) of the local quantities pro-
vide the global description of the EM field and objects: (1) electric voltage u = ∫C E⃗ ⋅ d ⃗r
(V); (2) electric flux ψ = ∫SΓ D⃗ ⋅

⃗dA (C); (3)magnetic voltage um = ∫C H⃗ ⋅ d ⃗r (A); (4)mag-
netic flux φ = ∫SΓ B⃗ ⋅

⃗dA (Wb); (5) electric charge q = ∫DΣ
ρdv (C); and (6) electric current

intensity i = ∫SΓ
⃗J ⋅ ⃗dA (A).

The global quantities are time-dependent scalar functions, associated with cor-
responding one-, two-, or three-dimensional manifolds. The curves and surfaces con-
sidered for modeling have to be sufficiently smooth (i. e., Lipschitz manifolds) and
oriented. A closed curve Γ is oriented according to the right-hand rule as related to
the supported surface, and a closed surface Σ is oriented outwards. Open lines or sur-
faces are oriented arbitrarily. These definitions highlight that the local quantities are
actually associatedwith differential forms in external calculus. Using a simplified lan-
guage, we might say that the field strengths (E⃗, H⃗) are 1-forms, the fluxes (D⃗, B⃗, ⃗J) are
2-forms, and the volume charge density ρ is a 3-form. A p-form is a quantity to be in-
tegrated on a corresponding p-manifold (curve, surface, domain for p = 1, 2, 3, respec-
tively), by using a corresponding differential dx (elementary length d ⃗r, area ⃗dA, and
volume dv, respectively). If we denote the space of p-formswithWp, then the primitive
EM quantities are the p-forms: E⃗, H⃗ ∈ W 1, D⃗, B⃗, ⃗J ∈ W2, ρ ∈ W3.

The general laws of the EM field describe quantitatively the EM fundamental phe-
nomena [33]. Their global forms, valid for any three-dimensional domain 𝒟Σ and any
surface 𝒮Γ, with Σ = 𝜕𝒟Σ and Γ = 𝜕SΓ, are relationships between global primitive
quantities, stated as follows:
1. electric flux law (Gauss)

ψΣ = q𝒟Σ
, (5.1)

2. magnetic flux law (Gauss)

φΣ = 0, (5.2)
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3. EM induction law (Faraday)

uΓ = −
dφSΓ
dt
, (5.3)

4. magnetic circuit law (Ampere–Maxwell)

umΓ = iSΓ +
dψSΓ
dt
. (5.4)

The local forms of (5.1)–(5.4) are calledMaxwell’s equations:

div D⃗ = ρ, ∇ ⋅ D⃗ = ρ, (5.5)

div B⃗ = 0, ∇ ⋅ B⃗ = 0, (5.6)

curl E⃗ = −𝜕B⃗
𝜕t
, ∇ × E⃗ = −𝜕B⃗

𝜕t
, (5.7)

curl H⃗ = ⃗J + 𝜕D⃗
𝜕t
, ∇ × H⃗ = ⃗J + 𝜕D⃗

𝜕t
. (5.8)

These are general, fundamental, first-order PDEs of the macroscopic electromag-
netism, valid only for media at rest, whereas (5.1)–(5.4) are valid also for moving
media. Their proofs use the Gauss–Ostrogradsky and Stokes theorems and they can
be written using the del operator ∇.

On motionless surfaces of discontinuity, the local forms are

divs D⃗ = ρs, n⃗12 ⋅ (D⃗2 − D⃗1) = ρs, (5.9)

divs B⃗ = 0, n⃗12 ⋅ (B⃗2 − B⃗1) = 0, (5.10)

curls E⃗ = 0, n⃗12 × (E⃗2 − E⃗1) = 0⃗, (5.11)

curls H⃗ = ⃗Js, n⃗12 × (H⃗2 − H⃗1) = ⃗Js, (5.12)

where n⃗12 is theunit vector normal to thediscontinuity surface, the subscripted vectors
indicate their values at opposite sides of the interface, at the same point on it, ρs =
f7( ⃗r, t) = dq/dA (C/m2) is the surface charge density, and ⃗Js = ⃗f8( ⃗r, t) = ⃗tdi/ ⃗dl is the
surface current density.

To ensure the completeness of the system of equations (5.1)–(5.4), which describe
the EM field, three material-dependent constitutive relationships of the macroscopic
electromagnetism are added [33]:
1. Electric conduction law (Ohm):

⃗J = fa(E⃗). (5.13)

In conductors with affine characteristics ⃗J = σ(E⃗ + E⃗i) or ⃗J = σE⃗ + ⃗Ji.
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2. Polarization law:

D⃗ = fb(E⃗). (5.14)

In dielectrics with affine characteristics D⃗ = εE⃗ + P⃗p.
3. Magnetization law:

B⃗ = fc(H⃗). (5.15)

In magnetic materials with affine characteristics B⃗ = μH⃗ + μ0M⃗p.

For the particular case of linear media (E⃗i = 0⃗, P⃗p = 0⃗, M⃗p = 0⃗), these relationships
are linear functions described by the material coefficients: conductivity σ (S/m), per-
mittivity ε (F/m), and permeability μ (H/m), which are scalar quantities in isotropic
media (function of position in nonhomogeneous ones and constant otherwise). In
anisotropic media, they are second-order tensors, described by symmetrical and pos-
itive definite 3×3matrices. In affinemedia, the characteristics include, alongwith the
linear term, a vector constant: the intrinsic electric field E⃗i or intrinsic current density
⃗Ji = σE⃗i, the permanent polarization P⃗p, and the permanent magnetization M⃗p, re-
spectively. The affinemodel is obtained through linearization of the nonlinear model,
by using the truncated Taylor series expansion of the characteristic function around a
given operating point (usually the origin), by retaining the first two terms only. Polar-
ization P⃗ (C/m2) andmagnetization M⃗ (A/m) are physical quantities describing the de-
viation of the electric displacement and of themagnetic flux density in substance from
their values in vacuum condition: P⃗ = D⃗ − ε0E⃗, M⃗ = B⃗/μ0 − H⃗. These quantities have a
temporal component, dependent (linear or nonlinear) on the field strength, and a per-
manent component (constant, independent of the field strength): P⃗(E⃗) = P⃗t(E⃗) + P⃗p,
P⃗t(0⃗) = 0⃗, P⃗(0⃗) = P⃗p M⃗(H⃗) = M⃗t(H⃗) + M⃗p, M⃗t(0⃗) = 0⃗, M⃗(0⃗) = M⃗p.

In addition to the four general laws and the three constitutive laws, the macro-
scopic electromagnetism includes two transfer lawswhich describe how the energy or
the substance is transferred between an EM and other physical systems:
1. The power transfer law (Joule) describes the energy transfer occurring between

the EM field and conducting substances during the conduction process:

p = ⃗J ⋅ E⃗ (W/m3), (5.16)

where p is the power volume density transferred from field to substance.
2. Themass transfer law (Faraday) describes the mass transfer in electrolytes

δ⃗ = k ⃗J (kg/(m2s)), (5.17)

where δ⃗ is the mass density of the flux rate.
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Figure 5.1: Diagram of electromagnetism relationships. Notations x󸀠 and x󸀠󸀠 refer to distinct terms of
the corresponding equation.

The diagram shown in Figure 5.1 illustrates the causal relationships, as described by
the nine laws of electromagnetism. This image highlights the fundamental EM phe-
nomena and their intertwining, thus providing a physical meaning to the laws. The
dotted arrows represent phenomena occurring only in time-varying regimes, whereas
the thick, solid arrows represent phenomena occurring in both dynamic and station-
ary regimes.

A different graphic representation of fundamental relations of electromagnetism,
this time from a mathematical perspective as opposed to the physical/causal view-
point, is the Tonti diagram, also known as “Maxwell’s House” [9], as shown in Fig-
ure 5.2 (left). The four pillars in this diagramare perfect DeRhamsequences (Figure 5.2

Figure 5.2: Left: Maxwell’s house. Right: De Rham sequence = chain containing spaces of differential
forms, with increasing order. The sequence is perfect: the kernel of an operator is in the domain of
the previous operator.
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(right)), each one being associatedwith an EMfield primitive quantity (E⃗, D⃗, B⃗, H⃗). The
arrows representing Maxwell’s relations are emphasized.

On the basis of these nine laws, two important theorems can be proved [33].
1. The electric charge conservation theorem highlights the strong link existent be-

tween charge and current:

iΣ = −
dq𝒟Σ

dt
∀𝒟Σ. (5.18)

2. The EM energy conservation theorem has the following form in motionless media:

PΣ = Pc𝒟Σ
+
dW𝒟Σ

dt
∀𝒟Σ, (5.19)

wherePΣ = −∮Σ(E⃗×H⃗)⋅n⃗dA is the power transferred inward through the boundary
Σ = 𝜕𝒟Σ of the considered domain, Pc𝒟Σ

= ∫𝒟Σ
pdv is the power transferred to

the conducting substance inside the domain, and, in the case of linear media,
W𝒟Σ
= ∫𝒟Σ
(E⃗ ⋅ D⃗ + H⃗ ⋅ B⃗)/2 dv is the EM energy inside the domain.

The fundamental problem of EM field analysis consists of the computation of the EM
field, as a solution to Maxwell’s equations, and of the constitutive relations for mate-
rials. In the general transient case, this problem can be formulated as follows. Given
– the shape and dimensions of the computing domain𝒟Σ;
– the values ofσ, ε,μ in eachpoint of𝒟Σ or thesematerial constants in eachassumed

linear or affine and homogenous subdomain;
– the internal field sources at each point of the computing domain, provided by E⃗i,

P⃗p, and M⃗p vectors;
– boundary conditions: at each moment in time 0 ≤ t < T, at each point on the

domain’s boundary Σ = 𝜕𝒟Σ the tangential component, either of the electric field
E⃗t or of the magnetic field H⃗t;

– initial conditions: at each point in𝒟Σ the electric flux density D⃗ and the magnetic
flux density B⃗ at the initial moment t = 0, with div B⃗( ⃗r,0) = 0.

Find the solution represented by the fields E⃗, D⃗, B⃗, H⃗, ρ, ⃗J, defined on the computing
domain𝒟 and on the time interval 0 ≤ t < T.

Such a PDE problem is mathematically correctly formulated (“well-posed” in the
Hadamard sense) if a solution exists, is unique, and is continuously dependent on the
problem data (more precise, if the problem is well-conditioned). The mathematical
formulation of the field problem requires a selection of the most adequate functional
framework and the reformulation of the EM field problem within that framework.

The theorem of the solution uniqueness states that if σ > 0, ε > 0, μ > 0, the
solution of the Maxwell equations (5.1)–(5.4) together with the constitutive relations
in affine media (5.13)–(5.15) is unique if the following conditions are given:
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– (CD): internal sources of the field in domain𝒟Σ:

E⃗i( ⃗r, t), P⃗p( ⃗r, t), M⃗p( ⃗r, t), ⃗r ∈ 𝒟Σ, 0 ≤ t < T , (5.20)

– (CΣ): boundary conditions on Σ:

n⃗ × E⃗( ⃗r, t) × n⃗ = E⃗t , ⃗r ∈ SE ⊂ 𝜕𝒟Σ, (5.21)

n⃗ × H⃗( ⃗r, t) × n⃗ = H⃗t , ⃗r ∈ SH = 𝜕𝒟Σ − SE , 0 ≤ t < T , (5.22)

– (C0): initial conditions:

D⃗( ⃗r,0) = D⃗0( ⃗r), B⃗( ⃗r,0) = B⃗0( ⃗r), ⃗r ∈ 𝒟Σ. (5.23)

The proof is based on the EM energy theorem and on the null-solution lemma, which
states that a linear equationhas a unique solution if the associated homogenous equa-
tion (i. e., a field problemwith null uniqueness conditions) has only the null solution.

Most often, the boundary conditions are null. The condition E⃗t = 0⃗, called per-
fect electric conductor, relates to a perfect conductor (superconductor with 1/σ = 0)
located on the boundary.

If, to facilitate the understanding, we assume that E⃗t is given over the entire
boundary, then the result of the field analysis is a unique distribution of the EM field
in the computing domain. This result is uniquely determined including the com-
ponent H⃗t on the boundary. Thus, a correct formulation of the problem of EM field
analysis guarantees a proper definition of an operator which links the two input and
output vector fields E⃗t and H⃗t, respectively, defined on the boundary Σ = 𝜕𝒟Σ and
on the time interval 0 ≤ t < T. This transfer operator defines a dynamic input-output
(I/O) system, which describes the response of the entire domain 𝒟Σ under several
excitations.

Although from the perspective of system theory the transfer function refers only
to the boundary quantities, treating the studied object as a black box, in fact the trans-
fer function depends on the internal structure and material behavior. Thus, to extract
this transfer operator the fundamental EM field problem has to be solved in the entire
𝒟Σ. If the medium of this domain is linear, then this I/O system is also linear and the
I/O transfer operator is a linear one, since the solved equations are linear. From the
perspective of system theory, this I/O dynamical system has the Maxwell equations as
state equations. Its state variables (those describing the initial conditions) are the elec-
tric and magnetic flux densities D⃗, B⃗ in the entire domain𝒟Σ. The I/O system thus de-
fined, which is an EM system, has input and output signals, as well as state variables,
all of infinite dimensions, as they are functions defined on Σ and𝒟Σ, respectively.

These mathematical objects have only theoretical value, since in practice, in the
computer representations their finite approximations are used. For example, in the
case of uniform cubic grid with n nodes along every direction, the system has 2 com-
ponents× 6 faces×n2 nodes= 12n2 I/O signals and 3 components× 2 vectors×n3 nodes
= 6n3 state variables. These numbers of order O(n2), O(n3) tend towards infinity when
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n→∞. It can be said that this EM field system is of “infinite-inputs, infinite-outputs”
(IIIO) type. It would be multiple-inputs multiple-outputs (MIMO) if the number of in-
put and output signals would be greater than one, but finite. Such a MIMO EM system
is discussed in the next section.

In the classical system theory, when they have a finite number of state variables,
these kinds of systems are finite, with lumped parameters. In the EM field systems,
since they have an infinite number of state variables, distributed in space, we say that
these systems are with distributed parameters.

5.3 Coupled field-circuit problems and EMCE
boundary conditions

In this section we consider the reduction of an EM system from an infinite number
of I/O signals to one with a finite number of I/O signals. This approach is necessary
whenEMdeviceswithdistributedparameters (which includefield effects suchas eddy
currents) are coupled with external circuits.

By definition, electric circuits have a finite number of components interconnected
at nodes, characterized by their electric potentials. A subcircuit with m terminals is
characterized at each terminal node by a pair of scalar quantities: current and poten-
tial. Depending on the excitationmode, one of these quantities is the input signal, the
other one being the output. Consequently, anm-polar circuit is an I/O dynamic system
of MIMO type, withm − 1 inputs andm − 1 outputs, them-th node being the reference
potential.

In order to couple circuits and EM devices, the latter need boundary conditions
compatible with external circuits. Specifically, on the boundary of the EM device
model, a finite numberm of equipotential patches represent the terminals connected
to the nodes of the exterior circuit. Usually, these terminals are very good conductors
(copper, silver, or even gold-plated), which may be modeled as perfect conductive
parts without a significant variation of electric potential over their surfaces. More-
over, the boundary conditions need to ensure that for each terminal the associated
potential and current can be correctly defined.

Themultipolar electric circuit element (ECE) is a domain𝒟 (Figure 5.3)with bound-
ary conditions that ensure the compatibility with the ECEs [42, 31].

The boundary Σ = 𝜕𝒟 of the domain comprisesm disjoint parts S1, S2, . . . Sm, with
S = ⋃mk=1 Sk, called electric terminals on which:

n⃗ ⋅ curl E⃗(P, t) = 0 (∀)P ∈ Σ, (5.24)
n⃗ ⋅ curl H⃗(P, t) = 0 (∀)P ∈ Σ − S, (5.25)
n⃗ × E⃗(P, t) = 0, (∀)P ∈ S, (5.26)

where n⃗ is the normal unitary vector in P.
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Figure 5.3: The multipolar electric circuit element (ECE).

These boundary conditions ensure: the absence of magnetic coupling with the exte-
rior (5.24); electric coupling only through terminals (5.25); and equipotentiality of each
terminal (5.26). The electric current of a terminal k is defined as the total current (con-
duction and displacement) flowing through it: ik(t) = ∮Γk H⃗ ⋅ d ⃗r, where Γk = 𝜕Sk is
the boundary of the terminal surface Sk . We assume that Γk are oriented so that the
associated normal of Sk is inwards oriented. Due to (5.25), the sum of all terminal cur-
rents is zero and the Kirchhoff current law is a consequence. The electric voltage of the
terminal k is defined as the integral vk(t) = ∫Ck E⃗ ⋅ d ⃗r along an arbitrary curve Ck in-
cluded in Σ, which is a path between a point on Sk and a point on a reference terminal,
say, Sn. Condition (5.24) ensures the consistent definition of the terminal voltage, its
independence of the shape of Ck, and the Kirchhoff voltage law as a consequence.

A uniqueness theorem can be stated and the power transferred by any ECE
through its boundary, from outside to inside, is given by

P = −∮
Σ

(E⃗ × H⃗) ⋅ ⃗dA = ∮
Σ

(−grad v × H⃗) ⋅ (− ⃗dA) = ∮
Σ

(v curlH⃗) ⋅ (− ⃗dA)

= vk
m
∑
k=1
∫
Sk

curl H⃗ ⋅ (− ⃗dA) = vk
m
∑
k=1
∫
Γk

H⃗ ⋅ d ⃗r =
m−1
∑
k=1

vk ik . (5.27)

If the terminals are excited by known potentials, then the problem of EM field
analysis in a linear domain with ECE boundary conditions has a unique solution as it
can be probed by using the lemma of the null solution,

Consequently, the terminals’ currents are output signals univocally defined by
solving the field problem. As the domain is linear, the equations are linear, and the
device with ECE boundary conditions is a linear, MIMO dynamic systemwithm− 1 in-
put signals andm − 1 outputs. The field problem is also well formulated, if only p < m
terminals have known voltages, one is grounded, and the remaining m − p − 1 have
known currents. This is the case of the hybrid excitation. The ECE is voltage-excited
if p = m − 1 and current-excited if p = 0. Under null initial conditions, due to the lin-
earity of the field equations, and by applying the Laplace transform, the output vector
v(s) = [v1(s), v2(s), . . . , vm−1(s)]T of terminal potentials of a current-excited ECE will be
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linearly dependent on the input current vector i(s) = [i1(s), i2(s), . . . , im−1(s)]T :

v(s) = Z(s)i(s), (5.28)

where Z(s) is the operational impedances matrix. Since the field problem has a state
space of infinite dimension, it is expected that the operational impedances have an
infinite number of poles, although it is a finite (m − 1) × (m − 1) matrix. In addition,
it is expected that the complex impedances matrix, resulting from replacement of the
complex frequency s with jω, will be positive real, since the complex power S has the
real part P positive for any excitation since

S = P + jQ =
m
∑
k=1

vk i
∗
k = i

Hv = iHZ i, (5.29)

where S = −∮Σ(E⃗ × H⃗
∗
) ⋅ ⃗dA, P = ∫𝒟Σ

σE⃗ ⋅ E⃗
∗
dv, Q = ω∫𝒟Σ

(B⃗ ⋅ H⃗
∗
− E⃗ ⋅ D⃗

∗
)dv. Since

the material constants are positive scalars, the ECE device is reciprocal (with a sym-
metrical impedance matrix) and passive (with absorbed active power P > 0, regard-
less of the field distribution). When terminals are voltage-excited, the complex admit-
tance Y = Z−1 matrix is defined similarly. In general, some terminals can be current-
controlled, and the others voltage-controlled, in which case the device is character-
ized by a hybrid operational matrix H.

The generalization of the ECE concept is the multipolar EM circuit element
(EMCE), which has not only electric terminals, but also magnetic terminals. The
power transferred by an EMCE with n electric terminals andmmagnetic terminals is

P = −∮
Σ

(E⃗ × H⃗) ⋅ ⃗dA =
n−1
∑
k=1

vk ik +
m−1
∑
k=1

umk

dφk
dt
, (5.30)

where umk
is the magnetic voltage of the magnetic terminal k and φk is the magnetic

flux of flowing through the magnetic terminal k. This expression is completely com-
patible with the power transferred by a multipolar electric circuit connected to the
electric terminals and a multipolar magnetic circuit connected to the magnetic termi-
nals of the EMCE.

We used EMCE formulation in applications such as modeling RF passive compo-
nents or blocks as in [12], RF models of microelectromechanical switches [14, 39], or
even modeling of myelinated axonal compartments [27]. Other researchers also used
this formulation in magnetoquasi-static (MQS) problems for inductance extraction
[38]. Similar conditions, although with a different definition for the terminal voltages,
are proposed in [23].

In what follows we will assume a simple connected domain. The case of multiply
connected domains have been addressed in the early paper of Timotin in [52]. The very
recent comprehensive study of Hiptmair and Ostrowski [24] proves the usefulness of
these boundary conditions, currently not available in popular FEM software.
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5.4 Simplified models for spatial distributions and
transmission lines

The next step is to reduce the dimension of the state space of the EM system. In the
general case, the complete description of the EM field state requires six scalar quanti-
ties (components of D⃗ and B⃗) at every point of the physical three-dimensional space,
at any moment. A dramatic reduction, to four or even two scalar quantities per point,
can be achieved if a space simplification to two dimensions or even one dimension is
possible.

Transmission lines (TLs) are plan-parallel structures which guide waves, encoun-
tered for instance inmicroelectronics, as shown in Chapter 4 of this volume [5]. At low
frequencies the transmission is mainly due to conduction, whereas at high frequen-
cies it is much more due to EM induction and displacement current. The aim of this
section is to define the I/O dynamic system with distributed parameters associated to
multiconductor TLs.

In the simple case of a two-conductor line, the electric field has a two-dimensional
transverse distribution similar to that of an electrostatic (ES) field, being determined
by the conductors’ potentials,with field lines normal to the surfaces of the conductors.
At high frequencies, when the penetration depth of the EM field can be neglected,
the current is distributed on the conductror’s surfaces and the magnetic field is also
transverse and perpendicular to the electric field (Figure 5.4). Under these conditions
the current i(z, t) carried by the two conductors in opposite directions and the voltage
v(z, t) between the two conductors completely describe the EM field distribution for
any cross-section of the TLs. That is why these two scalar time-dependent functions
are selected as state variables.

The TL equations, derived by Heaviside in 1880, can be obtained either starting
fromMaxwell’s equations, splitting the phenomena according to transverse and longi-
tudinal operators as below, or by using an approach typical to circuitswith distributed

Figure 5.4: Electric (left) and magnetic (right) fields for a two-conductor transmission line.
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Figure 5.5: TL as an EM device (left) and its circuit model with distributed parameters (right).

parameters (Figure 5.5). The line is characterizedby theper unit length (p. u. l.) param-
eters: R (Ω/m), L (H/m), C (F/m), and G (S/m), whichmay be extracted by solving four
field problems in the electroconductive stationary (EC), magnetostationary (MG), ES,
and EC regimes, respectively. In the simplest case of a homogeneous dielectric, only
one two-dimensional ES field problem has to be solved, since G = Cσ/ε and L = Cμ/ε.

TLs are multipolar elements of electric circuit, their modeling being essential in
many RF applications.

In the case of a multiconductor line with n conductors, 2n scalar time-dependent
signals are required at each space point along the line. For each conductor the state
variables are the local current and potential. By solving the PDE equations of the EM
field, the equations which describe the propagation along an n-conductor TL are ob-
tained [16]:

−
𝜕vk
𝜕z
= r0k ik +

n
∑
m=1
(l0km
𝜕im
𝜕t
+
𝜕
𝜕t

t

∫
0

(
dlkm
dt
)
t−τ

im(τ, t)dτ),

−
𝜕ik
𝜕z
=

n
∑
m=1
(gkmvm + ckm

𝜕vm
𝜕t
), (5.31)

where r0k is the p. u. l. DC resistance of the conductor k, l
0
km are p. u. l. external induc-

tances (self inductances for k = m and mutual inductances for k ̸= m) of the conduc-
tors k andmwhen the return current is distributed on the surface of the substrate, and
lkm are “transient p. u. l. inductances,” defined as averaged values on the cross-section
of the conductor k of the vector potential obtained in zero initial conditions by a unity
step current injected in conductorm.

For current and voltage null initial conditions, the Laplace transform of the gen-
eral propagation equations (5.31) are

−
dv(z, s)
dz
= Z(s)i(z, s),

−
di(z, s)
dz
= Y(s)u(z, s), (5.32)

with 0 < z < l, where l is the line length and v and i are n-dimensional vectors of
voltages and currents, respectively. They are similar to the TL equations (also named
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telegrapher’s equations) in the frequency domain, obtained from Kirchhoff equations
for RLCG lineswithdistributedparameters. Theonlymajor difference is that here resis-
tances and inductances are dependent on the complex frequency s in order to model
the skin effect in the line’s conductors and the eddy current losses in substrate. To ex-
tract the frequency dependence of inductances, an EM field problem in MQS regime
has to be solved. The field distribution inside the conductors inserts new state vari-
ables (an infinity, if their values are considered for each z). In [28] a method named of
the two fields is proposed, applied to extract the frequency dependent p. u. l. param-
eters (admittance Y and impedance Z) for lossy multiconductor transmission lines,
from the field solutions. Based on them a method to extract a parametric reduced-
ordermodel for this system is generated. Another approach to include in the TLmodel
the eddy currents effect is based on the substitution of the longitudinal p. u. l. resis-
tance with the approximate ladder model developed in Section 5.6.

If we denote

u = [ v
i
] , A = [ 0 −Z(s)

−Y(s) 0
] , (5.33)

then (5.32) can be written as

du
dz
= Au, (5.34)

and its solution is

u(z, s) = exp(Az)u(0, s). (5.35)

If the quantities of the line ends are denoted by

u− = [
v−
i−
] = [

v(0, s)
i(0, s)
] , u+ = [

v+
i+
] = [

v(l, s)
i(l, s)
] , (5.36)

then

u+ = Tu−, where T = exp(Al) = [ T11 T12
T21 T22

] . (5.37)

The terminal operational admittance matrix Y can be computed from T as

[
i−
i+
] = Y [ v−

v+
] , Y = [ −T−112T11 T−112

T22T−112T11 − T21 −T22T
−1
12
] . (5.38)

Here, the terminals are considered voltage-controlled and, therefore, the multicon-
ductor line with n conductors is a MIMO-type systemwith 2n input signals (potentials
of the n close and n distant terminals) and 2n output signals (currents through these



5 Complexity reduction of electromagnetic systems | 159

terminals). However, being a distributed system (with an infinite number of state vari-
ables, one-dimensionally distributed along the line 0 < z < l), the dimension of state
space is infinite. Actually, themulticonductor linemeets the ECE boundary conditions
(5.24)–(5.26) for an elementwith 2n terminals that are the close anddistant extremities
of the n conductors. The EM field within the TL is distributed in space and time, but
in harmonic state, the information is concentrated in a point in the frequency domain
and its one-dimensional space distribution is given by one complex number (voltage
or current) related to each line terminal.

For the particular case of a line with a single conductor over the ground, which
is a two-port quadrupole described by a system with distributed parameters with two
input and two output signals, the global admittance has the following expression:

Y = [ Y11 Y12
Y21 Y22

] = [
cosh(γl)
Zc sinh(γl)

− 1
Zc sinh(γl)

− 1
Zc sinh(γl)

cosh(γl)
Zc sinh(γl)

] = YT , (5.39)

where Zc = √(R + sL)/(G + sC), γ = √(R + sL)(G + sC) are the characteristic impedance
and the complex propagation constant, respectively, depending on p. u. l. parameters
R, L, C, and G and frequency. The result of the presented approach related to this par-
ticular case has an analytic expression, and thus illustrates the AAM approach.

The TL approach is essential for the MOR of on-chip interconnect lines (see also
Chapter 4 of this volume [5]). Although geometric reduction is very effective, this ap-
proach is not the final step in the complexity reduction; it needs to be sustained by an
additional order reduction process, in order to obtain the desired reduction to a mini-
mal finite order instead of an infinite order [30]. This section uncovered only one step
in the process of complexity reduction of EM systems, that based on simplifications
of geometrical structure, in which for adequate geometrical modeling it is assumed
that each component of the EM field is dependent only on certain coordinates from a
proper selected coordinates system. This choice, called geometricalmodeling, reduces
the complexity of particular EM systems in a dramatic manner.

5.5 Regimes of the electromagnetic field and models
with lumped parameters

The complexity reduction of general EM systems can be done by simplifying the
physics, i. e., by disregarding some phenomena. This can be acceptable under certain
conditions, specific to each particular studied case. In practice such simplifications,
called a field regime, are based on a series of hypotheses so that the theory remains
coherently and rigorously mathematically formulated. This is the main advantage of
using a field regime, even if the obtained model does not perfectly reflect the reality.
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The EM field regime described byMaxwell’s equations (5.5)–(5.8) and (5.13)–(5.15)
is known as the general electrodynamic (ED) regime or the full-wave regime.

Since the magnetic flux density B⃗ is divergence-free, this field is solenoidal and
thus amagnetic vector potential A⃗ can be defined so that

B⃗ = ∇ × A⃗. (5.40)

In order to define a unique A⃗ a gauge condition is needed, which imposes a constraint
on the divergence of A⃗. The simplest condition is the Coulomb gauge: ∇ ⋅ A⃗ = 0. By
substituting (5.40) in the EM induction law (5.7) it follows that

∇ × (E⃗ + 𝜕A⃗
𝜕t
) = 0⃗. (5.41)

Consequently, a scalar potential V can be defined so that

E⃗ + 𝜕A⃗
𝜕t
= −∇V ⇒ E⃗ = −∇V − 𝜕A⃗

𝜕t
. (5.42)

The scalar potential V and the magnetic vector potential A⃗ are called electrody-
namic potentials in the ED regime of the EM field. In terms of differentials, with a sim-
plified language, the scalar potential is a 0-form V ∈ W0 and the vector potential is a
1-form A⃗ ∈ W 1. The perfect character of the De Rham sequence (Figure 5.2) guarantees
the existence of these two potentials.

In linear media with imposed current ⃗Ji, Maxwell equations conduce to second-
order PDEs, expressed in potentials which are state variables [33]:

∇ × H⃗ = ⃗J + 𝜕D⃗
𝜕t
⇒ ∇ × (ν∇ × A⃗) + σ 𝜕A⃗

𝜕t
+ ε𝜕

2A⃗
𝜕t2
+ σ∇V + ε∇𝜕V

𝜕t
= ⃗Ji, (5.43)

∇ ⋅ ⃗J = −𝜕ρ
𝜕t
⇒ ∇ ⋅ (σ∇V) = 𝜕ρ

𝜕t
+ ∇ ⋅ ⃗Ji, (5.44)

where ν = 1/μ and the gauge ∇ ⋅ (σA⃗) = 0 was used. Their solution is an EM field that
propagates with a finite speed.

A complexity reduction of general EM systems can be achieved by eliminating
some quantities that are irrelevant in certain conditions. For example, if the EM field
varies sufficiently slow so that wave propagation can be ignored, one of the two field
regimes known as quasi-static can be used [8].

The electroquasi-static (EQS) regime is intended especially for the study of capac-
itive effects, where the phenomenon of EM induction is neglected (Figure 5.6). For-
mally, μ = 0 and thus B⃗ = 0⃗. This choice reduces by half the dimension of the state
space, since the only state quantity is D⃗. An example of usage is an RCG transmis-
sion line (with null line inductance), used to model one-dimensionally distributed
resistive-capacitive combined effects.
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Figure 5.6: Causal diagram of the EQS regime.

Figure 5.7: Causal diagram of the MQS regime.

The MQS regime is intended especially for the study of inductive effects, where the
displacement current is neglected (Figure 5.7). Formally, ε = 0 and thus D⃗ = 0⃗. This
choice reduces by half the dimension of the state space, since the only state quantity
is B⃗. An example of usage is an RLG transmission line (with null line capacitance),
used to model one-dimensionally distributed resistive-inductive combined effects.

The electrostatic regime, capacitance extraction
A very efficient method to reduce the complexity of EM systems is by modeling them
with circuits having lumped elements (resistors, inductors, capacitors). In these mod-
els, the current and the electric andmagnetic fields are segregated, and thus their en-
ergies are concentrated: electric energy in capacitors, magnetic energy in inductors,
whereas the resistors do not concentrate EM energy. The fields interact only through
the circuit.

The extraction of the corresponding lumped parameters (R, L, C) is carried out by
assuming stationary field distributions, even if the EM field is variable in time and,
consequently, the circuit will be simulated in a dynamic regime. Thus, the ES regime
is used to extract capacities (C), the MG regime for extracting inductances (L), and the
EC regime for extracting resistances (R).
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Figure 5.8: Causal diagram of the ES regime.

In a static regime there is no time variation, no motion, and no energy transfer, so
that power and currents are zero. The causal diagram and the first-order fundamental
differential ES equations are shown in Figure 5.8. The nonrotational character of the
electric field allows definition of the electrostatic scalar potential

E⃗ = −∇V , (5.45)

which is the solution of the elliptical second-order PDE of Poisson type, with a div-grad
operator [33]:

− ∇ ⋅ (ε∇V) = ρt , (5.46)

where ρt = ρ − ∇ ⋅ P⃗p. In homogeneous media, without charges and permanent polar-
ization, the equation becomes of Laplace type,△V = 0.

On discontinuity surfaces between two bodies with different dielectric character-
istics, the interface conditions are

n⃗12 ⋅ (D⃗2 − D⃗1) = ρs ⇒ ε1
dV1
dn
− ε2

dV2
dn
= ρs − n⃗12 ⋅ ( ⃗Pp2 − ⃗Pp1), (5.47)

n⃗12 × (E⃗2 − E⃗1) = 0⃗⇒ V1 = V2. (5.48)

These interface conditions highlight the continuity of potential due to the continuity
of the tangential component of the electric field strength and the continuity of the
normal component of the electric induction when there is no permanent polarization
and the interface is not charged.

The boundary conditions that ensure the potential uniqueness are [8]

Dirichlet: V(P) = fD(P), P ∈ SD ̸= 0, SD ⊂ Σ = 𝜕𝒟, (5.49)

Neumann: 𝜕V
𝜕n
= fN (P), P ∈ SN = Σ − SD. (5.50)

The capacitive interaction between n + 1 conductors located in a linear dielectric
(Figure 5.9 (left)) is described by Maxwell’s equations for capacitances:

[[[[[

[

q1
q2
...
qn

]]]]]

]

=
[[[[[

[

c11 c12 ⋅ ⋅ ⋅ c1n
c21 c22 ⋅ ⋅ ⋅ c2n
...
cn1 cn2 ⋅ ⋅ ⋅ cnn

]]]]]

]

[[[[[

[

V1
V2
...
Vn

]]]]]

]

⇔ q = CV, (5.51)
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Figure 5.9: Capacitance extraction. Left: Excitation of conductors needed in the ES problem from
which column j of the nodal capacitancematrix is computed. Right: Equivalent circuit for n = 3.
Ckj are partial capacitances that are computed from the nodal capacitances.

where q,V ∈ ℝn are the vectors of charges and potentials, respectively, and C =
(cij)i,j=1,n ∈ ℝn×n is the matrix of conductors’ capacitance, also namedmatrix of nodal
capacitances. The column j of the matrix C is extracted from the solution of a funda-
mental ES problem in the dielectric, with Dirichlet boundary conditions, null on the
surface of all the conductors except for conductor j for which V = Vj (Figure 5.9 (left)).
The capacitance ckj = qk/Vj|Vl=0,l ̸=j, where k = 1, n is computed from the charge

qk = ∮
Σk

D⃗ ⋅ ⃗dA = −∮
Σk

εdV
dn

dA, (5.52)

which is linearly dependent on Vj. The computation of the matrix C needs the solving
of n distinct ES field problems, obtained by exciting successively only one conductor,
the other conductors being grounded.

Due to passivity and reciprocity, C is symmetrical, positively defined, and diag-
onal dominant. Its inverse S = C−1 is called the matrix of potential coefficients. The
electric energy stored in this system is

We =
1
2
VTq = 1

2
VTCV = 1

2
qTV = 1

2
qTSq > 0. (5.53)

Relation (5.51) can bemodeled with a capacitive circuit, having the topology of a com-
plete polygon (Figure 5.9 (right)). By applying the nodal method, it follows that the
capacitances of this circuit (which have positive values), called partial capacitances,
can be computed from the nodal capacitances as

Ckj = −ckj ∀ k, j = 1, . . . , n, k ̸= j, (5.54)

Ckk =
n
∑
j=1

ckj ∀ k = 1, . . . , n. (5.55)

This procedure is widely applied in practice to extract parasitic RC parameters
in integrated circuits. The ES regime results provide the C parameters, whereas the
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EC regime is similar to ES. If ε is replaced with σ, then the conductance values are
obtained.

The advantage of having a model described as an equivalent capacitive circuit
comes from the fact that its complexity reduction can be efficiently achieved by re-
moving negligible equivalent capacitances connected between floating nodes (e. g.,
capacitances smaller than a threshold of 0.1% relative to capacitances to ground).
This leads to a sparse nodal capacitance matrix, which does not lose its symmetry and
positive definite, thus passive, characteristic.

Since the capacitance between two conductors is inversely proportional with the
distance between them, it follows that around each conductor there is a spherical
“window” containing coupled conductors. Outside this window, the capacitive cou-
pling may be ignored. This observation simplifies the ES field problem that has to be
solved to extract a (sparse) column of the nodal capacitances matrix. Even more effi-
cient methods can be conceived if the pattern of the sparse nodal capacitance matrix
is known, e. g., it is banded [35]. Such strategies are important and compulsory for
integrated circuits, where the number of conductors is huge, over one million.

The magnetic stationary regime, inductance extraction
In a stationary regime there is no time variation and no motion, but energy transfer
is allowed, so that power and currents are nonzero. The causal diagram and the first-
order fundamental differential equations of the magnetic stationary (MG) regime are
shown in Figure 5.10. In the particular case where there are no currents, this becomes
the magnetostatic (MS) regime. The rotational character of H⃗ does not allow a natural
definition of a scalar potential, this being the main difference between MG and MS.
The solenoidal character of B⃗ allows however the definition of the magnetic vector
potential

B⃗ = ∇ × A⃗, (5.56)

which is the solution of the second-order PDE with a curl-curl operator [33]:

∇ × (ν∇ × A⃗) = ⃗Jt , (5.57)

where ⃗Jt = ⃗J + ∇ × (νB⃗r). As discussed in the general ED case, a gauge condition is
required to ensure the uniqueness of the magnetic vector potential. In homogeneous

Figure 5.10: Causal diagram of the MG regime.
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media, with Coulomb gauge∇⋅ A⃗ = 0, themagnetic vector potential satisfies a Poisson
vector equation:1

− △A⃗ = μ ⃗Jt . (5.58)

If there are no sources, i. e., ⃗Jt = 0⃗, then the equation becomes Laplace,△A⃗ = 0⃗.
Ondiscontinuity surfaces between twobodieswith differentmagnetic linear char-

acteristics, the interface conditions are

n⃗12 × (H⃗2 − H⃗1) = ⃗Js ⇒ n⃗12 × (ν2∇ × A⃗2 − ν1∇ × A⃗1) = ⃗Js, (5.59)
n⃗12 ⋅ (B⃗2 − B⃗1) = 0⇒ n⃗12 ⋅ (∇ × A⃗2 − ∇ × A⃗1) = 0. (5.60)

If there is no current sheet at the interface, from (5.59) it follows that H⃗t1 = H⃗t2, and
if ν1 = ν2, then (∇ × A⃗1)t = (∇ × A⃗2)t . From the Coulomb gauge it can be derived that
An1 = An2 and from (5.60) A⃗t1 = A⃗t2. Consequently, the magnetic vector potential is
continuous, A⃗1 = A⃗2, across interfaces.

An important practical problem is the quantitative characterization of the induc-
tive interaction between n conductivewires. This interaction is described byMaxwell’s
equations for inductivities, which give the magnetic fluxes produced by these n con-
ductors placed in a linear magnetic medium:

[[[[[

[

φ1
φ2
...
φn

]]]]]

]

=
[[[[[

[

L11 L12 ⋅ ⋅ ⋅ L1n
L21 L22 ⋅ ⋅ ⋅ L2n
...
Ln1 Ln2 ⋅ ⋅ ⋅ Lnn

]]]]]

]

[[[[[

[

i1
i2
...
in

]]]]]

]

⇔ φ = Li, (5.61)

where φ, i ∈ ℝn are the vectors of magnetic fluxes and currents, respectively, and
L = (Lij)i,j=1,n ∈ ℝn×n is thematrix of inductances, holding self- andmutual inductances.
The column j of the matrix L is extracted from the solution of a fundamental MG prob-
lem in the magnetic medium, where all the currents are zero, except for conductor j
for which ij ̸= 0. The mutual inductance between wires k and j is Lkj = φk/ij|il=0,l ̸=j,
where k = 1, n is computed from the magnetic flux

φk = ∫
SΓk

B⃗ ⋅ ⃗dA = ∮
Γk

A⃗ ⋅ d ⃗r, (5.62)

which is linearly dependent on ij.
The computation of thematrix L needs the solving of n distinctMGfield problems,

obtained by current exciting successively only one conductor, the other conductors
being open.

1 ∇ × (∇ × A⃗) = ∇(∇ ⋅ A⃗) − △A = − △ A, due to the Coulomb gauge.
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Due to passivity and reciprocity, the matrix L is symmetrical, positively defined,
and diagonal dominant. Its inverse is denoted byK = L−1. Themagnetic energy stored
in this system is

Wm =
1
2
iTφ = 1

2
iTLi = 1

2
φT i = 1

2
φTKφ > 0. (5.63)

In the case of wire conductors, (5.62) can be applied only for the computation of mu-
tual inductances, since the integral is not convergent for self-inductances. The self-
inductances can be computed from (5.63), whereWm = ∫ℝ3 A⃗ ⋅ ⃗J dv.

Relation (5.61) can be modeled with an inductive circuit with n coupled coils.
The modeling of inductive effects in integrated circuits is becoming increasingly

important as their clock speeds increase. However, on-chip wiring is a large structure,
which requires without doubt complexity reduction of itsmodels. The inductancema-
trix is a full one, and its size is huge, in particular if wire segmentation is applied
as in partial electric equivalent circuits [47]. The complexity reduction of the equiv-
alent circuit and the matrix sparsification is more difficult for inductances than for
capacitances. Sparsification of a dense or even full matrix means their approximation
with a sparse matrix, which has very few nonzero elements. One straight approach to
make the inductance matrix sparse is simply to discard those mutual coupling terms
of L, which are below a certain threshold. This approach, however, does not guar-
antee the positive definiteness of the resulting inductance matrix and therefore the
model passivity is not preserved. A series of alternative methods for robust sparsifica-
tion of the inductancematrix which preserve the passivity were proposed, such as the
K-method [34], the vector potential equivalent circuit method [54], and the magneto-
electric equivalent circuit method [29].

Reduced circuit models with lumped parameters
The simplest model of a systemwith n conductors in an ED regime, in which there are
EM induction phenomena, and capacitive effects are neglected, can bemodeled by an
n-port circuit (Figure 5.11 (left)) characterized by the equations

u = Ldi
dt
+ Ri, (5.64)

where R = diag(R1, . . . ,Rn) ∈ ℝn×n, with Rk being the resistance of the conductor k;
i,u ∈ ℝn are the vectors of currents and voltages along the wires, respectively. These
matrices are extracted from the MG and EC field solutions. The number of state vari-
ables is equal to the number of inductors, i. e., n.

Similarly, the simplest model of a system with n + 1 conductors in an ED regime
placed in an imperfect insulator, but where the EM induction phenomena are ne-
glected, can be modeled by a multiport circuit (Figure 5.11 (right)), characterized by
the equations

i = Cdv
dt
+ Gv, (5.65)
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Figure 5.11: The simplest circuit model for n conductors in MQS (left – RL circuit) and EQS (right – GC
circuit).

where C is the capacitance matrix and G is the matrix of conductances for resistive
losses in the dielectric (G = Cσ/ε for homogeneous media). These matrices are ex-
tracted from the ES and EC field solutions. The number of state variables is also equal
to n, being less than the number of capacitors since they are in excess, as can be easily
seen (there are loops consisting solely of capacitors).

In the two models discussed above, which can be used in MQS or EQS regimes,
the lumped parameters are extracted from static or stationary regimes. The results
they givemay be acceptable at some frequency ranges, but theymight not be accurate
enough at high frequencies, e. g., when eddy currents and skin effects become rele-
vant. As will be explained in the next section, in this case circuit models with lumped
parameters extracted from MQS and EQS fields can be used. Even so, neither these
models are accurate enough beyond a certain frequency, where both inductive and
capacitive effects have to be considered simultaneously.

It is evident that both inductive and capacitive effects are considered if the field
regime used for extraction is the general ED. However, combined inductive and capac-
itive effects can be more easily modeled if the RL and CG circuits above are combined
in T or Π models, without solving the ED field problem (Figure 5.12). These models
have the order of complexity equal to 3n.

Figure 5.12: The simplest RLC circuit model for conductor k, where k = 1, . . . , n: T (left) and Π (right).
To simplify the figure, partial capacitances between conductors are not shown.
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Even if they have inductive, capacitive, and conductive effects, the T or Π models are
not able to describe the field propagation. If this effect is important, in the case of
wire-shaped conductors, the line of length l may be decomposed in p segments. If
each segment has a length l/p ≪ λ, where λ is the wavelength (the rule of thumb is
p = 4l/λ), then the propagation along a segment can be neglected. Consequently, each
segment can be modeled with a T or Π schematic. Then, by connecting all segments’
models, a reduced system with (2p + 1)n state variables is obtained.

The great advantage ofmodelingwith lumped parameters is that the original field
problem (EQS, MQS, or ED) with an infinite state space is reduced to an I/O dynamical
system with a finite number (from n up to (2p + 1)n) of state variables. Moreover, the
number of I/O signals is also finite (2n inputs and 2n outputs for n conductors). In
three-dimensional devices, all three directions have to be “segmented,” but this is
carried out with numerical approaches, e. g., as discussed in Section 5.7.

Identification of the appropriate field regime
The discussion above revealed that the complexity reduction or EM system can be
achieved by choosing an appropriate field regime. For this, the characteristic times,
which depend on the material constants ε, μ, σ and the characteristic length l of the
device under study, are computed and compared [44].

There are three characteristic times of an EM device: (1) charge relaxation time
τe = ε/σ is the relaxation time of an electric field in a conductor; (2) magnetic field
diffusion time τm = μσl2 is the diffusion time of the magnetic field in a conductor; and
(3) propagation time τem = l/c, with c = 1/√εμ, is the time inwhich awave propagating
with speed c travels a distance l.

It follows that τ2em = τeτm. In very good conductors τe ≪ τem ≪ τm, i. e., charge
relaxation time is negligible andmagnetic inductive effects are preponderant. In poor
conductors, τm ≪ τem ≪ τe, the time for magnetic field diffusion is insignificant, and
the charge relaxation is important.

If we denote by τ the characteristic time, defined as the duration period or time
constant of the phenomenon under study, then the appropriate regime can be decided
by comparing τ with τem, τe, τm. The graphical representation shown in Figure 5.13
illustrates this comparison. A point in this diagram has as abscissa the decimal loga-
rithm of τ/τem and the ordinate the decimal logarithm of τm/τem.

If τe < τm (i. e., τe < τem < τm), then the corresponding point on the map will be
in the first “quadrant” of the map (x > 1, y > 1), and if τ < τm, an MQS regime has to
be considered (e. g., the case of very good conductors), otherwise a static/stationary
magnetic regime is appropriate.

If τm < τe (i. e., τm < τem < τe), then the corresponding point on the map will
be in the fourth “quadrant” of the map (x > 1, y < 1), and if τ < τe, an EQS regime
has to be considered (e. g., the case of poor conductors), otherwise a static/stationary
electric regime is appropriate. The lines draw on the map are not very strict. In fact,



5 Complexity reduction of electromagnetic systems | 169

Figure 5.13:Map of EM field regimes, as a
function of characteristic times.

if the phenomena are very slow (τ ≫ τe > τm or τ ≫ τm > τe), then the station-
ary/static regimes will be definitely used for modeling; otherwise (for intermediary
speeds) quasi-stationary regimesmay be chosen. In the case of fast phenomena, there
is a small band region on the left side of the x = 1 axis, where both charge relaxation
and EM induction phenomena are considered, but the propagation is ignored since
the displacement current is neglected. This is called the EM quasi-stationary (EMQS)
regime.

When the phenomena are extremely fast (τ ≪ τem, usually τ < 10τem is assumed,
i. e., the left semi-space with respect to the x = 1 line), then the wavelength is much
smaller than the dimensions of the device, and therefore the ED regime must be used
to describe the field propagation.

If τ > 10τem, then the discussion depends on the ordering between τe and τm, τem
having a value in-between these two characteristic times being their geometric mean.

5.6 Equivalent infinite circuits of devices with
distributed parameters and their finite
approximations

The models with lumped parameters shown in Figure 5.11 and Figure 5.12 are valid
not only for wire-shaped conductors, but also for massive conductors if the operat-
ing frequency is low enough. However, with the frequency increase, the penetration
depth of the EM field diminishes, making the field regime to move progressively to
MQS, EMQS, and ED, eventually. This phenomenon, called “skin effect,” would make
the lumped parameters of Figures 5.11 and 5.12 dependent on the frequency. However,
equivalent circuits with constant lumped parameters are preferred, so that their be-
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havior seen from the terminals is able to catch the high-frequency phenomena. This
section shows how such an equivalent circuit can be obtained.

The infinite electric circuit equivalent to the two-pole ECE
Let us consider the ECE shown in Figure 5.3with two terminals (m = 2).Wewill assume
that the domain 𝒟 is linear and the charge relaxation time is much smaller than the
magnetic field diffusion time (τe ≪ τm). Consequently, the appropriate field regime is
MQS and satisfies

1
σ
∇ × (

1
μ
∇ × E⃗( ⃗r, t)) = −𝜕E⃗(

⃗r, t)
𝜕t
, (5.66)

with the ECE boundary conditions (5.24), (5.25), (5.26) expressed only in E⃗:

n⃗ ⋅ (∇ × E⃗( ⃗r, t)) = 0 (∀) ⃗r ∈ Σ, (5.67)
n⃗ ⋅ E⃗( ⃗r, t) = 0 (∀)P ∈ Σ − S1 − S2, (5.68)
n⃗ × E⃗( ⃗r, t) = 0⃗ (∀) ⃗r ∈ S1 ∪ S2. (5.69)

The input signal is a known voltage imposed between the two terminals:

∫
CAB⊂Σ

E⃗ ⋅ d ⃗r = u(t), (5.70)

where A ∈ S1 and B ∈ S2. The output signal is the current through the terminal

i(t) = ∫
S2

σE⃗ ⋅ ⃗dA. (5.71)

We will use an approach specific to functional analysis, based on themodal anal-
ysis of this device. Let us define a linear operator𝒜

𝒜(E⃗) = 1
σ
∇ × (

1
μ
∇ × E⃗( ⃗r, t)). (5.72)

Thus the equation to be solved is

𝒜(E⃗) = −𝜕E⃗(
⃗r, t)
𝜕t
. (5.73)

The operator 𝒜 is a kind of avatar of the differential curl-curl operator, densely de-
fined on a Hilbert spaceℋ, with compact resolvent [25]. If the domain under study is
bounded and sufficiently smooth, the operator 𝒜 with σ > 0 and μ > 0 is symmet-
rical and positively defined in the space of solenoidal functions with null-type ECE
boundary conditions. Consequently, its eigenvalues equation

𝒜(e⃗k) = λk e⃗k (5.74)



5 Complexity reduction of electromagnetic systems | 171

has an infinite number of solutions 0 < λ1 ≤ λ2 ≤ ⋅ ⋅ ⋅ ≤ λk ≤ ⋅ ⋅ ⋅ → ∞. These solu-
tions are the spectrum of differential operator 𝒜, and the corresponding eigenfunc-
tions make an orthonormal basis ofℋ

(e⃗i, e⃗j) = δij, where (e⃗i, e⃗j) = ∫
𝒟

e⃗i ⋅ e⃗j dv. (5.75)

Thus, the solution of (5.73) for a step excitation u(t) = U0 h(t), where h(t) is the unit
step, can be expressed as a generalized Fourier series of eigenfunctions:

E⃗( ⃗r, t) = [E⃗0( ⃗r) +
∞

∑
k=1

ck(t) e⃗k( ⃗r)]U0. (5.76)

This is a convergent series, with separate spatial and temporal variables. The term
E⃗0( ⃗r) is the stationary field in 𝒟, generated by the voltage u = U0 = 1, with𝒜(E⃗0) = 0.
From (5.73), (5.74), and (5.76) it follows that

λkck(t) +
dck
dt
= 0 ⇒ ck(t) = −bk e

−t/τk with τk = 1/λk . (5.77)

Consequently, (5.76) becomes

E⃗( ⃗r, t) = [E⃗0( ⃗r) −
∞

∑
k=1

bk e
−t/τk e⃗k( ⃗r)]U0. (5.78)

The initial null condition E⃗( ⃗r,0) = 0⃗ imposes that

E⃗0( ⃗r) =
∞

∑
k=1

bk e⃗k( ⃗r). (5.79)

Thismeans thatbk are the Fourier coefficients of the solution for the stationary regime.
Finally, the ECE current is derived from (5.71), (5.78), and (5.79):

i(t) = [
∞

∑
k=1

bk(1 − e
−t/τk ) ∫

S2

σe⃗k( ⃗r) ⋅ ⃗dA]U0. (5.80)

If we denote

Rk = 1/(bk ∫
S2

σe⃗k( ⃗r) ⋅ ⃗dA) and Lk = Rk/λk , (5.81)

then (5.80) can be written as

i(t) =
∞

∑
k=1

U0
Rk
(1 − e−tRk/Lk ), (5.82)
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which represents the current of a ladder circuit with an infinite number of steps con-
sisting of RL series circuits with the parameters given by (5.81).

Due to the linearity of the analyzed system, the obtained result is valid with null
initial conditions for any excitation, not only for the step voltage. The infinite-ladder
circuit (Figure 5.14 (left)) is therefore equivalent to the distributed parameter element
𝒟 with MQS field and ECE boundary conditions, regardless of its excitation.

The finite approximation of infinite equivalent circuits
The modal analysis explained above is based on the computation of the problem’s
eigenvalues and eigenfunctions. The spectrum of the operator𝒜, which in theory can
by continuous, is in reality a discrete one, being a numerable infinite set. Since the
series (5.78) and (5.79) are convergent, the partial sums converge to the infinite series,
the higher-order terms are less and less important.

The complexity of this system can be reduced by truncating the ladder to a lim-
ited number of steps, thus ignoring the irrelevant effect of the upper steps. This gener-
ates an error in the stationary regime, which can be eliminated by adding a resistance
which, paralleled with those of the inferior steps, produces the stationary regime re-
sistance R0 (Figure 5.14 (right)): Rn+1 = 1/(1/R0 −∑

n
k=1 1/Rk).

Figure 5.14: Infinite ECE equivalent circuit (left) and its corrected truncation (right).

Thus a sequence of finite circuits is obtained, which converges towards the exact infi-
nite model, all having a correct stationary behavior. Although simple, this reduction
method based on truncation is not optimal. The applied compensation corrects the
value of the admittance in the stationary regime, but it affects the limit to infinity,
which becomes 1/Rn+1 instead of the correct null value which occurs in the absence of
this modification. Since Rk increases to∞, the error goes to zero when k →∞.

For the particular case when the element of the ECE circuit is made of a homoge-
neous material and has a cylindrical shape of arbitrary cross-section, the eigenvalues
and eigenfunctions are precisely those of the two-dimensional Laplace operator in the
cross-sectionwith null Dirichlet boundary values. The truncation errors have been es-
timated for two special cases of practical significance, for which the analytic solutions
are known – the plate (Figure 5.15) and the circular cylinder.
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Figure 5.15: Dipolar ECE.

The expressions obtained for the lumped parameters of the infinite equivalent circuit
for the plate are

R0 = L/(2σal), (5.83)

Rk = R0β
2
k/2, where βk = (2k − 1)π/2, k = 1, 2, . . . , (5.84)

Lk = μaL/(4l), k = 1, 2, . . . . (5.85)

The inductances Lk have a constant value, while the resistances Rk increase approxi-
mately proportional with the square of k. That means a truncation error of about 1%,
if only 10 steps are retained in the finite ladder approximation.

The admittance of the plate Y(s) = tanh(√sτ)/(R0√sτ), with τ = μσa2, is a tran-
scendental function versus s, with an infinite number of poles sk = −Rk/Lk . In the
MQS regime, the poles and zeros of the admittance (impedance) are real and nega-
tive, in a series which tends to infinity. Thus, the system is passive and stable. Fig-
ure 5.16 represents with dots the Nyquist diagram of a plate admittance Y(jω)R0, for
ωτ = 10−3, 10−2, . . . , 103.

The result of the presented approach is an analytical solution; therefore it is an
illustration of the AAM. The ladder truncation is not the best method to reduce the
infinite circuit to a finite one. In [32] another procedure is proposed, able to identify

Figure 5.16: Nyquist plot of the plate ad-
mittance.



174 | D. Ioan et al.

reduced-order models for various orders, which ensures an error of minimum Hankel
norm. It is determined that the errors of this optimal procedure are about 10 times
smaller than those of models of the same order obtained through simple truncation
and compensation. Hence, the circuits from Figures 5.11 and 5.12 can model also the
skin effects in conductors, if ladder circuits with four steps, three RL series, and one a
simple R substitute initial RL series groups.

5.7 FEMs and their reduction
Analytical approaches arenot appropriate for EMdeviceswith complexgeometries en-
countered in practice, in which cases numerical methods have to be used. The FEM is
the most popular one, due to its ability to adapt for the solving of intricate geometries
and various types of PDE that correspond to any EM field regime, or to other multi-
physics fields.

The theoretical foundation of FEM is the reformulation of the problem in weak
form. In this section we will show how the EM equations for various field regimes
can be reformulated in weak form. Then, we will review how a corresponding discrete
model can be obtained and how its order can be reduced.

The weak form of the fundamental electrostatic problem
TheESpotentialV definedby (5.45) satisfies the generalized Poisson equation (5.46) in
a linear domain𝒟, with ε > 0, to which boundary conditions (5.49)–(5.50) are added,
to ensure the potential’s uniqueness. Relations (5.46), (5.49), and (5.50) represent the
strong form of the fundamental ES problem andV is its strong solution. Theweak form
is obtained by projecting (5.46) on a set of independent directions of a Hilbert space
ℋ of “test” functions u:

− ∫
𝒟

∇ ⋅ (ε∇v)udx = ∫
𝒟

ρudx, (5.86)

where theweak solution is denotedby v and ρt was renamed ρ. By applying theGauss–
Ostrogradsky formula2 it follows from (5.86) that

∫
𝒟

ε(∇v) ⋅ (∇u)dx = ∫
𝒟

ρudx + ∫
𝜕𝒟

εudv
dn

dA. (5.87)

This form of equation is also called Galerkin projection, and the procedure for obtain-
ing itmethod of moments, since themoments are defined by the products between the
residual and test functions, that have to be null.

2 ∇⋅((ε∇v)u) = ∇⋅(ε∇v)u+ε(∇v)⋅(∇u), then apply∫𝒟 anduseGauss–Ostrogradsky:∫𝒟 ∇⋅((ε∇v)u)dx =
∫𝜕𝒟((ε∇v)u) ⋅ n⃗dA.
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By defining a bilinear functional (form) a(⋅, ⋅) and a linear functional f (⋅), relation
(5.87) imposes the equality between these two functionals for any test function u hav-
ing zero values on the Dirichlet boundary:

a(u, v) = f (u) ∀u ∈ ℋ, (5.88)

where

a(u, v) = ∫
𝒟

ε(∇v) ⋅ (∇u)dx, (5.89)

f (u) = ∫
𝒟

ρudx + ∫
SN

εufN dA, u(SD) = 0. (5.90)

The test functions u satisfy a null Dirichlet condition on SD, while the solution v sat-
isfies a nonnull condition on SD. Therefore, inℋ there are two subspaces: one of test
functionsℋ0 with null Dirichlet conditions, which is a linear space, and the other one
of trial functionsℋD, in which the solution is searched for;ℋD is an affine (and not a
linear) subspace ofℋ containing the functions that satisfy the nonnull Dirichlet con-
dition fD in (5.49). For a correct definition of the bilinear functional a(⋅, ⋅), the space
ℋ will be considered a Sobolev space of square Lebesgue integrable functions on 𝒟:
ℒ2(𝒟), which has generalized, square integrable derivatives (gradient), isomorphic
with𝒲0, the domain of the grad operator. The inner product inℋ, denoted by (u, v)ℋ,
defines the norm in that space:

ℋ ≡ ℋ1 = {u ∈ ℒ2(𝒟) | ∇u ∈ (ℒ2(𝒟))3};

(u, v)ℋ = ∫
𝒟

uv dx + ∫
𝒟

(∇u) ⋅ (∇v)dx ⇒ ‖v‖ℋ = √(v, v)ℋ. (5.91)

The weak form of the ES problem is (5.88). It addresses the two boundary condi-
tions Dirichlet and Neumann in a very different manner. The Dirichlet condition is
“strongly” imposed from the start, such that the solution will be searched for in a set
of functions, which satisfy this condition. On the other hand, the Neumann bound-
ary condition, which is explicitly included in the expression of the linear functional
(5.90), is “weakly” satisfied aswell as possible. For this reasonwe say that theDirichlet
condition (strongly accomplished) is essential, while the Neumann condition (weakly
accomplished) is natural. In the particular case of null Dirichlet conditions (fD = 0),
the two spaces, that of possible solutions (trial function space, named Ansatz in
German publications) and that of test functions

ℋ1
0 = {u ∈ ℒ

2(𝒟) | ∇u ∈ (ℒ2(𝒟))3, u(SD) = 0} ⊂ ℋ
1, (5.92)

ℋ1
D = {u ∈ ℒ

2(𝒟) | ∇u ∈ (ℒ2(𝒟))3, u(SD) = fD} ⊂ ℋ
1, (5.93)

are identical, ℋD = ℋ0. By comparing the two forms, strong and weak, for the ES
equations, we observe the following advantages of the weak form:
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– In the strong form there are second-order differentials, while in the weak form the
differentials are only of the first order, which impose fewer restrictions to func-
tions.

– In the strong form, the boundary conditions are separately written, while in the
weak form they are included in the equation, in the definition of the functionals,
explicitly for the natural condition and implicitly for the essential one.

– The strong equation is verified for each point in the computing domain, while in
the weak form the equation is globally verified (for each basis test function).

– In the weak form, the interface conditions on discontinuity surfaces are automat-
ically fulfilled and they do not need to be explicitly imposed, which is the case for
the strong form of the equations.

– The material parameter may have an arbitrary spatial change in the weak format,
since it does not need to be derivable.

These advantages make the use of functional analysis instead of classical calculus
worthwhile.

Well-posed fundamental electrostatic problems
For the functional framework given by (5.88)–(5.93), the conditions required by the
Lax–Milgram theorem (discussed in Chapter 1 of [4]) are satisfied [8]. This theorem
states that if the bilinear functional a(u, v) defined on the Hilbert spaceℋ is bounded,
i. e., a positive constant C exists so that

󵄨󵄨󵄨󵄨a(u, v)
󵄨󵄨󵄨󵄨 ≤ C‖u‖‖v‖, (5.94)

and coercive, i. e., it a real positive constant c exists so that

󵄨󵄨󵄨󵄨a(u, u)
󵄨󵄨󵄨󵄨 ≥ c‖u‖

2 (5.95)

for any elements u and v inℋ, then equation a(u, v) = f (u) has a solution inℋ for any
f fromℋ󸀠 (dual space ofℋ, defined as the space of linear functionals overℋ), which
is unique and bounded, i. e., ‖v‖ ≤ ‖f ‖/c, where c is the coercivity constant.

This theorem has a crucial role, since it guarantees proper expression of the ES
problem in its weak form, providing the existence, uniqueness, and well-conditioning
with the Lipschitz constant L = c of the solution. Consequently, this result concludes
the mathematical modeling of ES problems.

Since the bilinear functional a(⋅, ⋅) is symmetrical and positive, the solution of the
weak form minimizes the energy convex functional F(v) given by (5.96), a statement
known as the Dirichlet principle:

F(v) = 1
2
a(v, v) − f (v) ⇒ dF = 1

2
(a(dv, v) + a(v,dv)) − f (dv), (5.96)

min F(v)⇔ dF = 0 ⇔ a(u, v) = f (u), ∀u = dv ∈ ℋ. (5.97)
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This is theproof that, in the case of elliptical div-gradPDEequations (e. g., Laplace and
Poisson equations), the Galerkin projective formulation (5.88) and Ritz minimizing
formulation (5.96) are equivalent. For this reason, the solution of the weak form is
also called the variational approach.

Finite element method principles
The central concept of the FEM is the use of the weak form given by (5.88) for a finite-
dimensional subspace ofℋ, denoted asℋh, suitable for a computing system. The goal
is to find a numeric, discrete solution vh, characterized by a finite number of degrees
of freedom. The numerical solution satisfies

a(uh, vh) = f (uh), ∀uh ∈ ℋh ⊂ ℋ, (5.98)

where a(⋅, ⋅) and f (⋅) are defined by (5.89) and (5.90). Therefore, the conditions in the
Lax–Milgram theorem are still fulfilled, so the approximate discrete problem (5.98) is
also well-posed, having a solution that is unique and is continuously dependent on
data. This is yet another advantage of the weak reframing of the field problems.

The finite-dimensional spaceℋh is generated by a finite set of basis functions also
named shape functions or test functions;ℋh consists of the set of linear combinations
of these basis functions, so to identify the numerical solution in the case of the null
Dirichlet boundary conditions, it is enough to find a finite number of degrees of free-
dom, coordinates of the solution in this spaceℋh. In FEM, the basis functions are de-
fined starting with a disjoint (nonoverlapping) partitioning of the computing domain
in a mesh of cells having simple geometrical shapes (the most frequent are triangles
or quadrilaterals in two dimensions and tetrahedrons or hexahedrals in three dimen-
sions), called finite elements, with maximum size h. The basis functions are complete
polynomials of degree p, i. e., they contain all terms xiyj(zk)with respect to the Carte-
sian coordinates x and y (and z in three dimensions, compared to two dimensions,
where k = 0), with degree i + j + k < p + 1. In each cell, the polynomial interpolates
the values of the potential in a minimum number of nodes, points located on the el-
ement boundary. This choice ensures the continuity of the potential at the transition
through interfaces between elements, this being an essential FEM condition, called
inter-element compatibility.

The floating nodes are located in the interior of the computing domain and on the
Neumann boundary of the domain, while those located on the Dirichlet boundary are
not floating, since they have an imposed, fixed known potential. The degrees of free-
dom resulting from solving a system of linear algebraic equations are those potential
values in the floating nodes which ensure the best global approximation of the exact
solution. The number of floating nodes N is the number of degrees of freedom of the
problem, as each floating node defines a basis function which is a polynomial of de-
gree p for every element, having a unitary value for that node and zero value for all
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Figure 5.17: Basis function in linear two-
dimensional FEM.

Figure 5.18: Example of a three-dimensional mesh (Comsol).

other floating nodes. For the simplest case, when p = 1, called linear (first-order) el-
ements, the nodes are located in the vertices of the triangles/tetrahedrons. The basis
function φk associated with the node k is null over the entire computing domain ex-
cept for the elements which have that node in common. For the two-dimensional case
with p = 1, the k basis function has a pyramidal graph with unity height for node k
and the base formed by the assembly of triangles which have this node in common
(Figure 5.17).

The maximum size for all edges, denoted by h, gives the mesh norm, and de-
scribes the level of mesh refining. The degree p of basis polynomials gives the finite
element order. The most frequent orders are linear (p = 1), quadratic (p = 2), and
cubic (p = 3). We say that the shape functions constitute a nodal base if the de-
grees of freedom are the values of the numerical solution in the nodes, i. e., the ba-
sis functions have the values φk ∈ ℋh, φk(nj) = δkj, j = 1, . . . ,N, in triangulation
nodes n1, n2, . . . , nN . For each cell, the number of polynomial coefficients is equal to
the number of nodes. For example, in two dimensions, the linear triangular finite ele-
ments have three nodes placed in vertices, and the quadratic elements have six nodes,
three nodes being added in the middle of the edges. The coefficients are associated
to (1, x, y) in the linear two-dimensional case and to (1, x, y, x2, y2, xy) in the quadratic
two-dimensional case. In three dimensions (Figure 5.18), the linear finite elements
have four nodes placed in tetrahedron vertices, the polynomial being a linear com-
bination of (1, x, y, z). The quadratic tetrahedral elements have 10 nodes, three nodes
in vertices, and six in the middle of the edges, the polynomial being generated by
(1, x, y, z, x2, y2, z2, yz, xz, xy). In practice quadrilateral (hexahedral) meshes are used,
having only nodes on the boundaries of elements, internal nodes being removed, to-
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Figure 5.19: Typical elements and their nodes.

gether with highest-order terms of the shape functions. They are called “serendipity
elements” and have only eight (20) nodes (Figure 5.19).

In FEM a frequently used concept is that of barycentric coordinates, which in tri-
angles and tetrahedrons give indication about the distances to the vertices. In the
case of a triangle, there are three barycentric coordinates: λi, associated with vertices
i = 1, 2, 3, which have affine variation inside the triangle. The coordinate λi has unitary
value in the vertex i, and it is zero in the other two nodes. They identify the position of
any point inside the triangle, although actually only two of them is enough, since the
sum of all barycentric coordinates is unitary (λ1 + λ2 + λ3 = 1). In the same manner the
four barycentric coordinates of a tetrahedron are defined. The nodal shape function
of first order associated with the node i has in each adjacent triangle/tetrahedron just
the value φi = λi. With these selections, any element of the solutions’ space with null
Dirichlet conditions has the following expression:

uh =
N
∑
j=1

uhj φj ∀uh ∈ ℋh ⊂ ℋ0. (5.99)

By replacing (5.99) in (5.98), a system of N linear algebraic equations is obtained:

Au = b, (5.100)

where

A = [a(φi,φj)]; b = [f (φi)]; u = [uhj ]. (5.101)

The solution of this system is the vector of potential values in the floating nodes. The
matrix A, called the rigidity (stiffness) matrix, and the right-hand side term f have the



180 | D. Ioan et al.

following elements:

aij = a(φi,φj) = ∫
𝒟

ε(∇φi) ⋅ (∇φj)dx,

bki = f (φi) = ∫
𝒟

ρφi dx + ∫
SN

εfNφi dA. (5.102)

ThematrixA is symmetrical, positive definite, and sparse due to the limited support of
the basis functions. The integrals in (5.102) are estimated analytically (Holland–Bell)
or, more frequently, numerically with Gaussian quadrature [58]. Since this quadrature
is exact for low-degree polynomials, it gives exact values for the integrals (5.102) if
appropriate quadrature nodes are used.

Considering the properties of matrix A, the system of linear equations (5.100) can
be solvedwith direct methods (such as Cholesky factorization type LLT, LDLT, or SVD)
or iterative methods (such as conjugate gradient, without or with various precondi-
tioning). Regardless of the solving method, the condition number of the rigidity ma-
trix dictates the accuracy of the solution and the efficiency of computations. There
are many preconditioning techniques, which avoid the ill-conditioning. In particular,
multimesh preconditioning (called alsomultigrid) is an extremely efficient one, giving
a strong acceleration of the iterativemethods [10]. The essential part of the rigidityma-
trixA can be identified by truncating SVD factorization of that matrix. It is an efficient
technique for the order reduction of the FEMmodel (see also Chapter 2 of [4]).

The linear system (5.100) is just the nodal equation of a capacitive circuit, con-
nected according to the FEM mesh. In the EC case, the equivalent circuit contains re-
sistances. These circuitsmay be reduced by star-polygon transformswhich remove the
internal nodes. This process corresponds to the Gaussian elimination applied to the
internal nodes in (5.100). The resulting circuit has fewer nodes, but usually, the num-
ber of branches is increased, because the matrix is no longer a sparse one. To further
reduce the resulted circuit, several techniques to sparsify the matrix can be applied,
by clustering the nodes which have equal or almost equal potentials.

The nodes on the Dirichlet boundary have known potentials, which in the general
case may be nonnull, and need to be carefully addressed in the numerical approach,
i. e., to preserve the symmetry of the matrix. If we separate the nodes on the Dirichlet
boundary,we obtain for floatingnodes a systemof linear equationswith a form similar
to that of the problem with null Dirichlet conditions:

uh = ∑
k∈SD

fDkφk +
N
∑
j=1

uhj φj ∀φk ∈ ℋh ⊂ ℋ; fDk = fD(Pk),Pk ∈ SD, (5.103)

a(uh,φi) = f (φi) ⇒ a(
N
∑
j=1

uhj φj,φi) = f (φi) − a( ∑
k∈SD

fDkφi,φk), (5.104)
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Au = b, (5.105)

A = [a(φi,φj)], b = [f (φi) + fDi], u = [uhj ], (5.106)

aij = a(φi,φj) = ∫
𝒟

ε(∇φi) ⋅ (∇φj)dx, (5.107)

bi = f (φi) + fDi = ∫
𝒟

ρφi dx + ∫
SN

εfNφi dA − ∑
k∈SD

aikfDk . (5.108)

This time, the right-hand side term has three contributions: internal field sources
(charge density inside the cells); boundary natural conditions (type Neumann, ad-
dressed similarly with a superficial charge density); and the boundary essential con-
dition (type Dirichlet, addressed similarly with the floating nodes potentials, but
imposed forcefully). In this manner, the numerical solution will satisfy exactly the
essential Dirichlet boundary conditions, while the Neumann, natural boundary con-
ditions are satisfied as exactly as possible. Consequently, these results conclude the
step of numerical modeling.

FEM, from theory to code
If we suppose that the problem was previously detailed and well formulated, know-
ing the computational domain, the solved equation, values of the material constant,
and the field sources, including the boundary conditions, the general FEM has the
following steps of the computational modeling stage:
1. Domain discretization selects the shape of the finite elements and generates the

mesh which covers the computational domain, determining the mesh norm h.
2. Selection of the element type consists of choosing the shape functions, in particu-

lar the elements order p and node placement.
3. The weak formulation step identifies the bilinear and linear functionals of the

weak form, considering the equation to be solved and the boundary condition.
4. The derivation of element matrices step identifies the coordinate transformation

which maps the local coordinates of a common reference element to global ones,
and thus its Jacobian matrix, and selects the variant of the Gaussian quadrature
method used to compute element contributions to both functionals.

5. Assemblage of element equations computes and localizes the contribution of each
element to the system matrix and to the right-hand side term, evaluating both
bilinear and linear functionals, respectively, treating with a different technique in
particular the Dirichlet boundary conditions. The use of sparsematrix techniques
is highly recommended since it produces superior performances in execution. In
most software packages, steps 4 and 5 are encapsulated, being hidden from the
user.

6. Solution of equations is a step in which the linear system generated previously is
solvedwith a direct or an iterativemethod. Aswill be seen, in the case of transient
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problems, the discretized equations to be solved are of ODE type, which require
a numerical integration in time. A different approach is used to find the eigen-
values in the case of modal analysis, when the problem is reduced to finding the
eigenvectors and eigenvalues of a matrix.

7. Order reduction may be realized by iterative cycling of this procedure and/or by
processing simulation results or the state equations generated with the FEM.

Examples of simple FEM codes illustrating these steps can be found in [20].
In FEM programs, most often, coefficients (5.102) are not computed directly, but

through a bijective transformation from triangular, local coordinates to physical,
global coordinates. This transformation maps a standard reference element (e. g., a
right angle triangle with unity legs, a unitary square, a unitary tetrahedron with or-
thogonal, unity legs, or a unitary cube, with natural, local coordinates), to elements
in the physical space (called global coordinates), being determined by the correspon-
dence of the nodes in these two spaces. These elements are called isoparametric. As
the main advantage, this approach allows the encapsulation and separate develop-
ment of the reference element library. When implemented on a computer, a difference
is acknowledged between the basis functions, defined on the reference cell, and the
shape functions, defined in the real physical space, such that each shape function is
associated to a degree of freedom from the global grid.

The derivation of element matrices and the assemblage of element equations are
the core steps of any FEM program. The combination of two ideas, isoparametric ele-
ments and Gaussian numerical quadrature, allows a simple and uniform treatment of
the elemental assembly procedure, even for higher-order elements and elements with
curved boundaries [18].

Convergence of the finite element method
The convergence of the FEM guarantees that the numerical solutions will tend toward
the exact one when the discretization mesh is uniformly refined and thus the number
of degrees of freedom tends to infinity.

The convergence towards the exact solution assumes that the discrete, finite-
dimensional space ℋh tends to an infinite-dimensional space, dense in ℋ. This con-
vergence condition, named completeness, is obtained if the shape functions are con-
tinuous (ensuring the inter-element compatibility) and they have the unity partition
property. Under the conditions of the Lax–Milgram theorem, the completeness guar-
antees the convergence [18].

A theorem which provides the rate of convergence of the numerical solution vh in
FEM assumes that the shape functions are polynomials of p degree over each element
of a mesh having the norm h, satisfying the inequality [55]

‖v − vh‖ℋm < C hp+1−m‖v‖ℋp+1 (5.109)
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if the exact solution v, continuous on the entire domain, is sufficiently smooth.
This relation known as a priori error estimators guarantees the global convergence

of the FEM, showing that if the norm h of the discretization mesh tends to zero (which
implies that the number of degrees of freedomN tends to infinity), then the numerical
solution vh tends to the exact one v.Weobserve that (5.109) ensures a global, “average”
convergence of the numerical solution and itsmderivatives towards the exact solution
on the entire domain, as opposed to a local, pointwise convergence, characteristic of
strong formulations of problems. Ifm = 0, it refers to potential, and if m = 1, it refers
to the field strength.

The numerical solution is trusted if it is relatively independent of the mesh, i. e.,
h is sufficiently low, so that the error (5.109) has an acceptable level. The mesh in-
dependence may be checked by refining the current mesh, e. g., by halving h. If the
numerical solution does not change too much, the mesh is adequate; otherwise the
refining process continues. This approach is named uniformmesh (or “h”) refining. If
newnodes are added in themiddle of each edge, face, or cell, the number of degrees of
freedom increases just as when passing from the first-order to the second-order FEM.
Although the rigidity matrices have the same size, in the first-order refined case it has
fewer nonzero elements. The additional computational effort to generate and solve
the system in the case of the quadratic FEM order is rewarded by a more accurate and
smoother numerical solution, since the order of convergence for the field is just the
order p of the elements.

Figure 5.20 (left) illustrates the convergence of the FEM in the first- and second-
order cases. The faster convergence of the second-order elements (p = 2), related to
that of the first order (p = 1), is obvious. According to this figure, we observe that in
practice, the numerical error cannot bemade lower than a limit, which is about 10−8 to
10−10. If the individual mesh elements start to get very small, we run into the limits of
numerical precision. That is, the numbers in our model are smaller than can be accu-
rately represented on a computer. This is an inherent problem with all computational

Figure 5.20: Left: Relative error vs. number of degrees of freedom (https://www.comsol.com/).
Right: Relative AMR error vs. number of nodes [6].
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methods, not just the FEM; computers cannot represent all real numbers accurately.
Moreover, the condition number of the FEM matrix grows with mesh refinement at
least linearly (or faster, depending on the problem). Therefore, it is important for the
users to be aware of this rapidly growing accumulated round-off error as they refine
meshes, especially with very large models. One million degrees of freedom in three
dimensions is a usual limit for mesh refinement.

Adaptive mesh refinement
The nonsmooth problems have a lower convergence rate. One method to recover the
depreciation of convergence caused by singularities is to use a self-adaptive algorithm
to refine the discretization mesh. This technique is called adaptive mesh refinement
(AMR) or the adaptive FEM [6]. This iterative algorithm begins from a coarse mesh
and solves the problem on a series of meshes, adding successively new nodes, only
when and where necessary. Consequently, the number of elements and the number
N of degrees of freedom are progressively increased, but not so fast as in the uniform
refinement. At each iteration, certain elements, specifically those for which the solu-
tion has an unacceptable error, are refined through segmentation. For example, in two
dimensions, a triangle can be divided in two, three, or four subtriangles, depending
on how supplemental nodes (zero or one) are appended in the middle of each edge.

Figure 5.20 (right) shows the mode in which the relative error decreases with re-
spect to the number of nodes N (equal to the number of degrees of freedom), in the
case of a uniform refinement of the mesh and in the case of an adaptive refinement.
In the first case the convergence rate is approximately 0.7, two times lower than q =
1.4 ≈ 4/3 < 2 (which is the ideal value in the absence of the singularity). These results
were obtained for the example shown in Figure 5.21, where the discretization mesh is
generated by AMR. It can be seen that the mesh is selectively refined, especially near
the vertex that generates the singularity.

Figure 5.21:Multimesh FEM with adaptive refine-
ment [6].
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Figure 5.22: FEM convergence h for p = 1
(blue), h for p = 2 (red), and hp (green)
[22].

Finite element with hp-refinement
As previously observed, another method for error reduction of numerical solutions is
to increase the degree of the polynomials, which define the shape functions. The re-
finement by successively increasing of the degree p provides very good results for the
case of extremely smooth solutions (which are analytical functions, indefinitely dif-
ferentiable functions, harmonic functions, solutions to the Laplace equation, etc.), for
which the error diminishes exponentially with the increase in the degree p. However,
it is useless in the case of nonsmooth problems. Combination of h- and p-adaptive
refinements regains the accelerated convergence for problems with singularities. Its
justification is based on the observation that in zones where the solution is smooth,
it is more efficient to use high values for the degree p, while in zones adjacent to the
singularities, the spatial refinement through reduction of the h parameter is more effi-
cient [41]. The hp algorithms are super-convergent, ensuring an exponential decrease
of the error, which cannot be achieved with h or p strategies alone. As can be seen
in Figure 5.22, the L-shape problem is solved through h-refinement at a convergence
rate of 2/3; through p-refinement at a rate of 5/4, and through hp-refinement with an
exponential convergence, for which real numbers C, c, and δ exist so that

‖v − vh‖ < C e
−cNδ
. (5.110)

Through hp-refinement field relative errors of the order of 10−6 are obtained, i. e.,
numerical solutions with six correct significant digits, with fewer than 104 degrees
of freedom. Since uniform h-refinement requires a much larger number of degrees of
freedom to achieve a similar accuracy, the hp-refinement may be considered as being
the most efficient method for complexity reduction of numerical FEM solutions.

AMR and hp-refinement are techniques which allow the reduction of the number
of degrees of freedom, for a given accuracy. Therefore, they are improvements of the
numerical model, which provides on-the-fly MOR, the latter being the most efficient
known technique of this category.
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The weak form of curl-curl equations
Static and stationary magnetic regimes (MS, EC) are similar to the ES regime for non-
charged bodies, and their scalar potential satisfies the same generalized Poisson div-
grad equation, which can be solved as discussed above. The magnetostationary (MG)
regime is an exception, which needs a magnetic vector potential, since in this case
a native scalar potential does not exist. Essentially, a PDE of curl-curl type (5.57) is
solved to determine the magnetic field, whereas for all other static and stationary
regimes, a PDE equation of div-grad type (5.46) is solved.

The weak form of MG regime equations with mixed boundary conditions is ob-
tained by projecting the residual on the space of test functions, which are now vectors.
This set is actually the Sobolev space of the vector square integrable functions, which
have a curl of integrable square:

ℋ0(curl,𝒟) = {u⃗ ∈ (ℒ
2(𝒟))3 | ∇ × u⃗ ∈ (ℒ2(𝒟))3, n⃗ × u⃗ = 0⃗ on SB}. (5.111)

In this functional framework, the variational formulation of the problem searches
for the solution v⃗, such that

a(u⃗, v⃗) = f (u⃗) ∀u⃗ ∈ℋ0(curl,𝒟), (5.112)

where

a(u⃗, v⃗) = ∫
𝒟

ν(∇ × v⃗) ⋅ (∇ × u⃗)dx, (5.113)

f (u⃗) = ∫
𝒟

⃗J ⋅ u⃗dx + ∫
SH

⃗Js ⋅ u⃗dA. (5.114)

We will proceed as in the scalar case, where it was found that the solution v with null
essential boundary conditions was sought in the linear space ℋ0, as a function with
such essential boundary conditions. If the boundary condition was nonnull, the so-
lution v was sought in the affine space resulting from translating ℋ0, with elements
whichmeet that nonnull condition. This time, according to (5.114) the essential bound-
ary condition A⃗t = (n⃗×A⃗)×n⃗ is that on SB ⊂ 𝜕𝒟, while on SH = 𝜕𝒟−SB natural boundary
conditions H⃗t = (n⃗ × ν∇ × A⃗) × n⃗ = ⃗Js are imposed, and the vector solution must be
sought in a curl-conform subspace, inwhich the vector fields conserve their tangential
components when crossing discontinuity interfaces.

However, regrettably in this instance of three-dimensional MG, the functional
a(u⃗, v⃗) is not coercive, and the Lax–Milgram theorem cannot be directly applied. Con-
sequently, the nongauged magnetic potential vector, solution of equation (5.112), is
not unique. An exception is the two-dimensional plan-parallel case, with two mag-
netic field components in the problem’s plane and a sole component for current, and
vector potential (orthogonal to that plane), which is automatically gauged, having a
null divergence. Moreover, the sole component of vector A⃗ satisfies a curl-curl-type
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equation which devolves in one of type div-grad. To surmount this standoff, there are
several solutions:
– Impose gauge. For the magnetic potential vector, this is most simply achieved

with the Coulomb condition (∇ ⋅ A⃗ = 0) and by adding the boundary condition
An = 0 on SB.

– Do regularization.Another approach, called regularization, consists in adding a
coercive term to the bilinear functional, meaning that a mass matrix is added to
the stiffness matrix, weighted with a parameter k:

a(u⃗, v⃗) = ∫
𝒟

ν(∇ × v⃗) ⋅ (∇ × u⃗)dx + k ∫
𝒟

v⃗ ⋅ u⃗dx. (5.115)

Due to this term, the coercivity condition is met again, and the problem is well
formulated, no matter how small is the parameter k. Then, the solution is moved
towards the limit for k → 0.

– Use Lagrangemultipliers. In the case of theweak form of curl-curl type, another
possible approach consists of extending the Lax–Milgram theorem such that it
can be applied to variational problems with Lagrange multipliers, which do not
have minimum points, but have critical points of saddle type. Such an extension
is achieved by the Brezzi theorem, which highlights the conditions to have a well-
posed weak formulation of the equation for vector potential [55].

– Use reduced scalar potential. The idea behind this method is to extract a field
with a curl from the solution, which is precisely the given current density, such
that what is left is a nonrotating field, solution of an MS problem. Thus, the prob-
lem accepts a scalar magnetic potential, called reduced. After its numerical deter-
mination by solving a div-grad equation, this field is added to the field extracted
initially, resulting in the numerical solution of theMGproblem. Other expressions
with different potentials of the magnetic field in MG and MQS regimes are pro-
posed in [37].

– No gauging. This is a very interesting approach in which the potential vector A⃗
is left without gauge and its indeterminate equation is solved numerically with
an iterative method of Krylov type, which has native minimization properties. In
addition to surprisingly reaching a uniquemagnetic field, the iterations are faster
convergent than in the gauging case [26].

Analysis of the MG field with edge elements
When computing resonance frequencies for cavities, false resonantmodes, called spu-
rious modes, emerge when nodal finite elements are used. This phenomenon, called
spectral pollution, disappears when the vector solution is sought in a curl-conform
space. The reason is that inℋ1(𝒟) the kernel of the curl-curl operator is not properly
represented [6]. The response is to use shape functions appropriate for the vector prob-
lem, called edge elements [8]. In three dimensions a vector field is represented by the
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three coupled scalar fields, components of the vector field:

T⃗ = Tx e⃗x + Tye⃗y + Tz e⃗z , (5.116)

where e⃗x, e⃗y, and e⃗z are the unit vectors of the Cartesian systemof coordinates. In prin-
ciple, each component Tx, Ty, and Tz could be represented by combinations of nodal
shape functions, but as mentioned before, this approach should be avoided. It does
not guarantee the conservation of the normal component of the field flux density (or
equivalently, the tangential component of the magnetic vector) either when passing
from an element to another, or on the discontinuity surfaces. An alternative is to seek
numerical solutions resulting from the expression

T⃗(x, y, z) =
E
∑
i=1

tiw⃗i(x, y, z), (5.117)

for which the degree of freedom ti is the integral of the vector field T⃗ along the edge
li from the assessed triangulation with E floating edges. Therefore, vector shape func-
tions w⃗i are defined by

∫
lj

w⃗i(x, y, z)ds = δij. (5.118)

Consequently, the vector shape function w⃗i is tangentially oriented along the edge li
and is normally oriented along the other edges of element K which includes li. For this
reason, such basis functions are called edge elements. Furthermore, in these circum-
stances the vector shape function w⃗i has in three dimensions the tangential compo-
nent null on any face which does not include the edge i. The encountered restrictions
cause two triangles in two dimensions with a common edge to have on the interface
through this edge the same tangential component of the shape functions, but a differ-
ent normal component. In three dimensions the vector shape functions conserve the
tangential component where passing from a tetrahedron to another by way of their
common face. As a result, the tangential component of these “edge” vector shape func-
tions is continuous, in all computing domains, for which reason they are also called
vector shape functions with continuous tangent. This curl-conformance makes them
appropriate for representing the electric or magnetic field strength, but also for the
magnetic potential vector (in which case the conservation of the normal component
of magnetic induction is automatically ensured, where passing through any surface,
hence the solenoidal character of this quantity).

The vector functions in barycentric coordinates are

w⃗ij = λi∇λj − λj∇λi, (5.119)

valid both in two dimensions, where i, j = 1, 2, 3, and in three dimensions, where
i, j = 1, 2, 3, 4, and where ij is the edge connecting the nodes i and j. These functions,
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calledWhitney elements [55], are appropriate to be selected as shape functions for the
magnetic potential vector, since they have a constant tangential component of 1/lij on
the ij edge and null on the other edges, divergence zero on the entire K element, and
constant curl for that element: ∇× w⃗ij = 2∇λj ×∇λi. The degrees of freedom associated
with these functions are the integral values on characteristic edges [8].

FEM of MG field
The numerical solution v⃗h of the MG problem, described by the vector t = [ti], is found
by solving the following system of linear equations:

At = b, (5.120)

where

A = [a(w⃗i, w⃗j)]; b = [f (w⃗i)]; t = [thj ], (5.121)

with

aij = ∫
𝒟

ν(∇ × w⃗i) ⋅ (∇ × w⃗j)dx,

bi = ∫
𝒟

⃗J ⋅ w⃗i dx + ∫
SH

⃗Js ⋅ w⃗i dA, (5.122)

where ν = 1/μ, ⃗J is the current density, and ⃗Js is related to H⃗t on the boundary.
Again, the central part of the FEM algorithm consists of assembling the matrix A

of the linear system and of the vector f of the right-hand terms. To do this, elements of
triangulation are sequentially traversed and the contribution (5.122) of each elementK
is added to the rigiditymatrix and to the right-hand side term. Then, this linear system
is solvedwith direct or iterativemethods and the degrees of freedom tj are determined,
one for each floating edge. The numerical solution is the linear combination of the
basis functions (of the edge), with these degrees of freedom as coefficients

v⃗h = A⃗(x, y, z) =
E
∑
j=1

tjw⃗j(x, y, z) = t
Tw⃗. (5.123)

The linear system (5.120) is similar to the mesh equations of the system of partial
inductances, connected according the FEMmesh. Its robust reduction is discussed in
[17].

FEM of the MQS field in the time domain
The established functional framework finds its application in the MQS regime as well,
in which there are two approaches: in the time domain and in the frequency domain.
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The weak form of the MQS equation in the time domain with interface conditions and
boundary conditions identical with those in the MG regime and with the initial condi-
tion for the transient potential vector A⃗ is obtained by the Galerkin projection

a(u⃗, v⃗) = f (u⃗) ∀u⃗ ∈ℋ0(curl,𝒟), (5.124)

where

a(u⃗, v⃗) = ∫
𝒟

ν(∇ × v⃗) ⋅ (∇ × u⃗)dx, (5.125)

f (u⃗) = ∫
𝒟

( ⃗Jt − σ(
𝜕v⃗
𝜕t
+ ∇V)) ⋅ u⃗dx + ∫

SH

⃗Js ⋅ u⃗dA. (5.126)

Actually, the difference inMQS is that, to the current density, the field source inMG, is
added the induced current density. In additions, the electroconduction (EC) equation
∇ ⋅ (σ∇V) = 0 needs to be solved for the scalar potential V , with Dirichlet boundary
conditions (the potential value V = fD) or Neumann boundary conditions (the value
of the normal derivative of the potential dV/dn = fN , given by the normal component
of the current density Jn of the injected in the surface). In the weak form, the scalar V
solution is sought inℋ1

D given by (5.93) such that

b(u, v) = g(u), ∀u ∈ ℋ1
0, (5.127)

whereℋ1
0 is given by (5.92) and

b(u, v) = ∫
𝒟

σ(∇v) ⋅ (∇u)dx, (5.128)

g(u) = ∫
SN

σufN dA. (5.129)

The dependency between the scalar potential V and the input signals (boundary
conditions – boundary potential and the currents injected in the boundary) is instan-
taneous, without any delay, since V is the solution of a scalar-elliptical problemwith-
out time variable. Using a discretization with edge elements, the vector potential is
expressed as A⃗ = tTw⃗, where t is the vector of degrees of freedom and w⃗ is the vector
of shape (edge) functions. A system of first-order ODEs is obtained by performing the
Galerkin projection on this finite-dimensional space of test functions:

Edt
dt
= St + f, (5.130)

where

S = [sij] = ∫
𝒟

ν(∇ × w⃗i) ⋅ (∇ × w⃗j)dx, (5.131)
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f = [fi] = ∫
𝒟

( ⃗Jt − σ∇V) ⋅ w⃗i dx + ∫
SH

⃗Js ⋅ w⃗i dA, (5.132)

E = [eij] = ∫
𝒟

σ(∇w⃗i) ⋅ (∇w⃗j)dx. (5.133)

Thus, if ECE type boundary conditions are used, an I/O linear time-invariant dynamic
system is defined, which has as state vector the degrees of freedom of the edge ele-
ments (circulations of the vector potential A⃗ along the floating edges of the discretiza-
tion mesh). Its state matrix is actually the rigidity matrix S, E (representing damping)
is the descriptor matrix, and the input signals are the injected currents or the applied
potentials. Due to reciprocity and passivity,matrices S andE are symmetrical and pos-
itive definite, and the real and negative eigenvalues λk of the matrix E−1S give the sys-
tem’s time constants τk = −1/λk . The system (5.130) is similar to the system of state
equations in descriptor form of the RL circuits, which have the topology described by
the FEMmesh. The reduction of such circuits is treated in [19].

Now it becomes apparent that the application of the hp-refinement, which en-
sures a minimal number of degrees of freedom for an acceptable accuracy, is an on-
the-fly MOR approach. However, there is a supplementary restriction: in order to en-
sure a good accuracy, the cell size hmust be smaller than the field penetration depth
(h < δ = √2/(ωμσ)). By applying a posteriori MOR classic methods (e. g., Krylov, bal-
anced truncation, modal analysis of data, or circuit reduction) to the system (5.130), a
model with a more reduced order is obtained eventually. A posteriori MOR is a feature
encountered in all important FEM software packages (see Chapter 13 of this volume
[5]), such as ANSYS or COMSOL [46].

FEM of the ED field in the time domain and MOR
In the case of the ED regime, the magnetic vector potential satisfies the hyperbolic
PDE:

∇ × (ν∇ × A⃗) + σ 𝜕A⃗
𝜕t
+ ε𝜕

2A⃗
𝜕t2
+ σ∇V + ε∇(𝜕V

𝜕t
) = ⃗Ji, (5.134)

with boundary conditions (5.21) and (5.22) and initial conditions for A⃗, 𝜕A⃗/𝜕t, and V
to have a unique solution if ∇ ⋅ A⃗ = 0. The weak form of (5.134) is obtained by Galerkin
projection:

a(u⃗, v⃗) = f (u⃗) ∀u⃗ ∈ℋ0(curl,𝒟), (5.135)

where

a(u⃗, v⃗) = ∫
𝒟

ν(∇ × v⃗) ⋅ (∇ × u⃗)dx, (5.136)
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f (u⃗) = ∫
𝒟

( ⃗Jt − σ(
𝜕v⃗
𝜕t
+ ∇V) − ε(𝜕

2V
𝜕t2
+ ∇(
𝜕V
𝜕t
))) ⋅ u⃗dx + ∫

SH

⃗Js ⋅ u⃗dA, (5.137)

to which the weak form of the EC equation for the scalar potential V is added, as in
the MQS case.

By using a discretization with edge elements, the potential vector is A⃗ = tTw⃗,
where t is the vector of degrees of freedomandw is the vector of shape-edge functions.
The weak form becomes the system of second-order ODEs

Md2t
dt2
+ Edt

dt
− St = f, (5.138)

where S is given by (5.131), E is given by (5.133), and

f = [fi] = ∫
𝒟

( ⃗Jt − σ∇V − ε
𝜕∇V
𝜕t
) ⋅ w⃗i dx + ∫

SH

⃗Js ⋅ w⃗i dA, (5.139)

M = [mij] = ∫
𝒟

ε(∇w⃗i) ⋅ (∇w⃗j)dx. (5.140)

This time, the system is characterized by three matrices – of massM, of damping
E, and of stiffness S. The elements of these matrices are the inner products of shape
functions (or their derivatives) weightedwith severalmaterial constants. For instance,
inM (characteristic to the inertial phenomena in mechanical systems), the dielectric
permittivity describes the capacitive effects; in E (characteristic to the damping phe-
nomena), the conductivity describes the conduction effect; and in S the magnetic per-
meability describes the inductive effects, similar to elastic stiffness/rigidity.

The system (5.138) is similar to the equations of the RLC circuits which have the
topology described by the FEM mesh. The reduction of such circuits is treated exten-
sively in the literature [40, 48, 49]. Several methods for order reduction of second-
order ODE systems of (5.138) type are also proposed in the literature [2]. The similar-
ity to mechanical systems (see also Chapter 2 of this volume [5]), also suggested by
the names of the three matrices, allows the use of reduction methods from structural
analysis in electrodynamics, including the static condensation of matrices S and M,
called Guyan reduction. This reduction consists of the selection of a reduced num-
ber of master degrees of freedom and the removal of the other state variables from
the stationary regime equation, in which the field sources associated with the omitted
variables are ignored. Retaining for the dynamic regime as well only the most impor-
tant, master variables, the state equation reduces correspondingly its dimensions. It
is expected that the first eigenvalues will not be changed substantially and, therefore,
its dynamic behavior will not be fundamentally affected. The hp-refinement ensures
on-the-fly MOR. However, this time, for a good accuracy, the cells dimension needs to
be much smaller than the wavelength of the field h ≪ λ. The numerical integration
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over time for this system can be made also by discretizing the time derivative with fi-
nite differences. The Courant–Friedrichs–Lewy (CFL) condition compels the time step
to be smaller than the time necessary for the EM wave to travel through one cell. It
ensures the numerical stability of the computation, limiting the size of the time step
used in the numerical integration over time (Δt < h/c). It is observed that, as for the ex-
plicit scheme, the factorization of themassmatrixM becomes necessary. An approach
which removes this effort consists of approximating thematrixMwith a diagonal one,
an operation called mass lumping, which has sufficient precision only for rectangu-
lar cells (squares, hexahedrals), but not for simplex cells (triangles, tetrahedrons). For
the case of triangles/tetrahedrons it is preferable to use the implicit Newmark scheme:

Mtk+1 − 2tk + tk−1
h2

= −Etk − tk−1
h
+ S(θtk+1 + (1 − 2θ)tk + θtk−1)

+ f(θtk+1 + (1 − 2θ)tk + θtk−1). (5.141)

This scheme is stable for any time step if θ ≥ 1/4. However, the solution loses accuracy
if the time step exceeds the limit imposed by the CFL condition [6]. If θ = 0, the scheme
becomes that of explicit integration over time with finite differences.

Both simulation and order reduction are more difficult in the ED regime than in
the MQS and EQS regimes, since now the system eigenvalues are complex. For this
case there is a large collection of methods for a posteriori MOR of the system gener-
ated by FEM [11, 56, 50, 57, 45, 36, 53, 7, 1, 51]. They are based on truncated balanced
models (see Chapter 2 of [3]), moment matching (see Chapter 3 of [3]), or data-driven
and interpolation (see Chapter 6 of [3]). The research in the area of MOR of EM devices
functioning with ED or MQS fields continues, since finding the best technique to solve
this problem is still an open problem. The passivity enforcement of the reducedmodel
is discussed in Chapter 5 of [3].

FEM of the ED field in the frequency domain and MOR
In the time-harmonic ED regime, the complex (operational) magnetic potential satis-
fies a complex equation of Helmholtz type, obtained after applying the Laplace trans-
form to (5.134) with zero initial conditions:

∇ × (ν∇ × A⃗(s)) + (σ + εs)(sA⃗(s) + ∇V(s)) = ⃗Ji(s),
∇ ⋅ (σ∇V(s)) = sρ. (5.142)

The weak forms of these equation are obtained by Galerkin projection:

a(u⃗, v⃗) = f (u⃗) ∀u⃗ ∈ℋ0(curl,𝒟), (5.143)

b(u, v) = g(u) ∀u ∈ ℋ1
0(𝒟), (5.144)

where

a(u⃗, v⃗) = ∫
𝒟

ν(∇ × v⃗) ⋅ (∇ × u⃗)dx + s∫
𝒟

(σ + εs)v⃗ ⋅ u⃗dx, (5.145)
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f (u⃗) = ∫
𝒟

( ⃗Jt − (σ + εs)∇V) ⋅ u⃗dx + ∫
SH

⃗Js ⋅ u⃗dA, (5.146)

b(u, v) is given by (5.128), and

g(u) = ∫
𝒟

sρudx + ∫
SN

σufN dA. (5.147)

Here the vector potential A⃗ is labeled as v⃗ and the scalar potential V is labeled
as v. In the case of the ECE, with null initial conditions, SB means At = 0 on the entire
boundary, whereas SDmeans that the scalar potential is given on the terminals. In this
case

f (u⃗) = −∫
𝒟

(σ + εs)(∇V) ⋅ u⃗dx, (5.148)

g(u) = ∫
SN

σufN dA = 0. (5.149)

We need to note that, as opposed to the case of elliptical equations, for which the
Galerkin projection formulation is equivalent to the minimizing Ritz formulation, in
the case of hyperbolic equations this equivalence disappears. Now the solution in the
variational formulation corresponds to a critical pointwhich, however, is not anymore
a minimum of the energy functional, since the energy functional is not a convex one,
having a saddle shape in the critical point, of the solution.

As for the MQS case, the numerical ED solution is sought with nodal elements for
the scalar electric potential and with edge elements for the magnetic vector potential,
by solving the following systems of linear complex equations:

a(u⃗h, v⃗h) = f (u⃗h) ∀u⃗h ∈ℋ0h(curl,𝒟), (5.150)

b(uh, vh) = g(uh) ∀uh ∈ ℋ
1
0h(𝒟), (5.151)

where f and g are linear complex functionals, which generate the right-hand side term
of the system of equations, while a and b are bilinear functionals (a is complex and
b is real), which generate after the discretization the system matrix. It is the complex
transform of (5.138):

(s2M + sE − S)t(s) = f(s) ⇒ t(s), (5.152)

A⃗(x, y, z, s) = tT (s)w⃗(x, y, z). (5.153)

The total number of degrees of freedom is equal to the number of floating edges, but
before solving a linear system with size equal to the number of floating nodes, to find
the scalar potential. These complex systems may be solved with direct or iterative
methods. Unfortunately, this time, the multimesh approach is not applicable because
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it is not convergent, but the methods of Krylov type are efficient, especially with pre-
conditioning.

The solution of system (5.152) depends linearly on the right-hand side term and,
therefore, in the case of the ECE, with null initial conditions, in the absence of internal
sources, the solution vector and, implicitly, the output signals depend linearly on the
excitations of the terminals. The linearity allows the correct definition of the admit-
tance Y and, implicitly, computation of the scattering, complex operational matrix S.
Again, in this instance thenumerical solution to theproblem for a series of frequencies
allows the determination of the frequency characteristics of the EM systems Y(jω). On
this base, applying MOR techniques based on data, such as vector fitting (see Chap-
ter 8 of [3]) very efficiently reduced models of these systems can be extracted [13].

FEM of the ED field in the frequency domain with ECE boundary conditions
The previous formulation used the pair (A⃗, V) in every point of the computational
domain. Alternatively, a formulation in (E⃗, V) can be used, as described in [21], where
V is defined also inside the domain, or a formulation in (E⃗, V), where the electric field
E⃗ is defined strictly inside the domain and the electric scalar potential V is described
solely on 𝜕𝒟. The following weak equation for E⃗ is obtained [15]:

∫
𝒟

[(ν∇ × E⃗) ⋅ (∇ × E⃗󸀠) + jω(σ + jωε)E⃗ ⋅ E⃗󸀠]dx = jω ∑
k∈ℐc

V 󸀠kIk , (5.154)

where ℐc is the set of indices of current excited terminals. The equation for the electric
potential on the boundary is obtained by projecting the normal component of the total
current density Jn

not
= (∇ ×H) ⋅ n onto a set of scalar test functions V 󸀠:

∮
𝜕𝒟

(∇ × H⃗) ⋅ n⃗ V 󸀠 ds = ∮
𝜕𝒟

JnV
󸀠 ds =

m
∑
k=1
∫
Sk

JnV
󸀠 ds = ∑

k∈ℐc

V 󸀠kIk ,

where E⃗ ∈ ℋE, V ∈ ℋV , E⃗󸀠 ∈ ℋE,0, V 󸀠 ∈ ℋV ,0, and

ℋE = {u ∈ ℋ(curl,Ω) | n × (u × n) = −∇2V
󸀠 on 𝜕Ω, V 󸀠 ∈ ℋV ,

n × (u × n) = 0 on
m
⋃
k=1

Sk},

ℋE,0 = {u ∈ ℋ(curl,Ω) | n × (u × n) = −∇2V
󸀠 on 𝜕Ω, V 󸀠 ∈ ℋV ,0,

n × (u × n) = 0 on
m
⋃
k=1

Sk},

ℋV = {u ∈ ℋ(grad, 𝜕Ω) | u = Vk on Sk , k ∈ ℐv ,
u = constant(unkown) on Sk , k ∈ ℐc},
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ℋV ,0 = {u ∈ ℋ(grad, 𝜕Ω) | u = 0 on Sk , k ∈ ℐv ,
u = constant(unkown) on Sk , k ∈ ℐc}.

The model complexity is reduced since the degrees of freedom are scalar quantities
associated to edges strictly inside the domain and nodes on the boundary.

5.8 Conclusions

The optimal design of EM field devices requires the solving of Maxwell PDEs. Conse-
quently, the state of such a device is completely described by local and instantaneous
vector quantities, i. e., by a system with an infinite number of degrees of freedom de-
pending on both space and time. Classical MOR approaches can be applied only to
finite-dimensional systems, and that is why complexity reduction of Maxwell-based
models is needed. Complexity reduction is obtained by discretization of field quan-
tities and conduces to a model described by a finite number of degrees of freedom,
expressed as a system of ODEs. The accuracy and order of the reduced EM model de-
pend not only on the chosen a posteriori MOR method, but also on the a priori and
on-the-fly complexity reduction approaches. A posteriori reduction, i. e., the reduc-
tion after the discretization, can be carried out with one or several methods described
in [3, 4], but the complexity reduction can be carried out only with methods specific
to electromagnetism, whichwere described in this chapter: ECE boundary conditions,
an appropriate EM field regime, geometrical simplification, and discretization meth-
ods and meshes adapted to the problem. This chapter described FEM discretization,
which is the most popular, but other approaches are also used in practice, such as
the boundary element method and the finite integration technique/finite difference
method, which generate systems of ODEs that can be reduced with the samemethods
as the ones used for the FEM.
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6 Model reduction in computational
aerodynamics

Abstract: Computational aerodynamics has become an indispensable tool in the de-
sign and analysis of modern aircraft. However, traditional high-fidelity aerodynamics
simulations canbe computationally too expensive for scenarios that require responses
in real time (e. g., flow control) and/or predictions for many different configurations
(e. g., design-space exploration and flight-parameter sweep). The goal of model re-
duction is to accelerate the solution of unsteady and/or parameterized aerodynamics
problems in real-time and/or many-query scenarios. In this chapter, we survey model
reduction techniques for linearized and nonlinear aerodynamics problems that have
been developed in the past two decades. We discuss essential ingredients of model
reduction: stable and efficient projection methods, generation of the reduced basis
tailored for the specific solution manifold, and offline-online computational decom-
position. We focus on techniques that are designed to address challenges in aerody-
namics – nonlinearity, limited stability, limited regularity, and wide range of scales –
and have been demonstrated for multidimensional aerodynamic flows. We highlight
successful applications of model reduction for large-scale aerodynamics problems.

Keywords: aerodynamics, model reduction, parameterized partial differential equa-
tions, (Petrov–)Galerkin projection, reduced basis
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6.1 Introduction

6.1.1 Motivation

With advances in both computational algorithms and hardware, computational fluid
dynamics (CFD) has become an indispensable tool in the analysis and design of
aerospace vehicles. Today’s CFD tools can accurately predict aerodynamics of aircraft
in cruise conditions and complement wind-tunnel and flight tests in the aircraft de-
sign process; in fact, with the advances in CFD, the number of wings tested in the
design of a typical commercial aircraft has decreased by an order of magnitude from
the late 1970s to the early 2000s [38].

However, there are computational challenges that still remain out of reach for tra-
ditional CFD solvers. To motivate the model reduction work reviewed in this chapter,
we name a few “grand challenges” outlined in vision papers [51, 61]. First is high-
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fidelity aerodynamic database generation; the task requires accurate prediction of
aerodynamic forces for the entire range of flight conditions with variations in, e. g.,
the free stream Mach number and angle of attack. Second is real-time dynamic flight
simulation; the task requires aerodynamic or aeroelastic simulation of maneuvering
aircraft with the control input specified in real-time. Third is probabilistic design of
cooled turbine blades; the task requires accurate characterization of the turbine blade
performance under geometric uncertainties due to manufacturing variabilities. These
tasks are challenging for traditional CFD solvers because they require (i) predictions
for a large number of configurations (i. e., many-query) and/or (ii) real-time predic-
tions of transient phenomena. Completing these tasks, especially in the time scale and
computational resources available in typical engineering settings, can be prohibitive
with traditional CFD tools. The objective of this chapter is to survey the state of the art
in model reduction for many-query and/or real-time problems in aerodynamics.

6.1.2 Real-time and many-query scenarios

We now provide examples of many-query and/or real-time engineering scenarios to
whichmodel reduction has been applied. We restrict ourselves to problems in aerody-
namics, rather thanmore general fluid dynamics; we refer to Chapter 9 of this volume
for the latter.We do not attempt to provide a comprehensive review;wemerely present
a few representative works.
S1. Aerodynamic shape optimization. One of the many-query applications of model

reduction in aerodynamics is shape optimization. Reduced-order models (ROMs)
are used to accelerate aerodynamics analysis under parametric geometry changes
and to optimize the geometry. The task consists of three steps: parameterization of
the geometry; construction of a ROM; and identification of the optimal geometry.
ROMs have been used in many-query analysis [6, 69] and inverse design, where
the objective is to identify airfoil geometry that yields the prescribed pressure dis-
tribution [43, 44, 45, 78].

S2. Flight-parameter sweep. Another many-query application of parametric model re-
duction in aerodynamics is flight-parameter sweep. ROMs are used to accelerate
the prediction of aerodynamic forces andmoments for a range of flight conditions
described in terms of the angle of attack andMach number [80, 79, 66, 68, 75, 76].

S3. Aeroelasticity. One of the classical real-time applications of model reduction in
aerodynamics is aeroelasticity. The goal is to analyze the interaction between
aerodynamics forces and elastic structure and to detect, for instance, the onset
of flutter. Aeroelasticity saw one of the earliest uses of model reduction, with
works appearing in at least as early as the mid-1990s for nonparameterized prob-
lems [33, 55, 42, 34, 64]. More recently, techniques have been extended to pa-
rameterized aeroelasticity problems, with the angle of attack and Mach number
as parameters [47, 46, 4, 2, 5]. We also note that there are nonprojection-based
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approaches to model reduction, e. g., by the Volterra series; however, given the
focus of this handbook, we do not cover these works and refer interested readers
to review papers [26, 49, 25].

S4. Model predictive control. Another real-time application of model reduction is the
control of aerodynamic systems using model predictive control (MPC). Without
model reduction, MPC is infeasible for large-scale systems, as it requires real-time
solution of optimization problems. ROMs have been incorporated in MPC to con-
trol shock location in a supersonic diffuser [36] and to optimize flight path under
fuel consumption and aeroelastic constraints [3].

S5. Uncertainty quantification and state estimation. Model reduction has also been
used for uncertainty quantification, in which the effect of geometry or flow-
condition uncertainties are propagated to quantities of interests. ROMs have been
used for probabilistic analysis of turbine blades, in which simulation is carried
out for thousands of different configurations [17]. Model reduction has also been
applied to state estimation, where the aerodynamic flow field is inferred from
surface pressure tap data [16, 71].

6.1.3 Scope and outline

Wemake four disclaimers regarding the scope of this chapter. First, we restrict our pre-
sentation to works on aerodynamics rather than more general fluid mechanics, and
in particular to works on compressible flow rather than incompressible flow. We re-
fer to Chapter 9 of this volume for more general coverage of model reduction in CFD.
Second, given the emphasis of this handbook, we focus on formulation, rather than
theoretical, aspects of model reduction. We however note that mathematical theories
have played important roles in the development of model reduction approaches for
aerodynamics problems; we refer to references provided throughout the chapter for
further theoretical discussions. Third, the model reduction literature for aerodynam-
ics problems is vast, with development from both engineering and appliedmathemat-
ics communities; we attempt to cover representative works but admit the coverage is
not exhaustive and there are inevitable omissions. Fourth, we note that (i) precise re-
quirements for an ROM depend on the particular engineering scenario and there is no
universal formulation suitable for all scenarios; (ii) even for a given scenario there are
many different approaches; and (iii) there are relatively few comparative studies due
to the recentness of someof the techniques and the shear cost of performing such stud-
ies for large-scale aerodynamics problems.Wehence donot attempt tomake definitive
recommendations and focus on surveying existing approaches, with a hope that the
chapter will still serve as a guide to construct an ROM that works for the problem of
interest.

This chapter is organized as follows. In Section6.2,we review full-order discretiza-
tions for aerodynamics problems. In Section 6.3, we review model reduction tech-
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niques for linearized aerodynamics problems; the linearized problem is relevant for
small perturbation analysis,which arises in applications including aeroelasticity, flow
control, and uncertainty quantification. In Section 6.4, we review model reduction
techniques for nonlinear aerodynamics equations; the full nonlinear analysis is often
required for aerodynamic shape optimization and flight-parameter sweep.

6.2 Full-order models

In this section we review full-order models (FOMs) for aerodynamics problems. We
consider both the linearized and full nonlinear FOMs; the associated ROMs will be
constructed inSections 6.3 and6.4, respectively.WedescribeFOMs inabstract forms to
accommodate various governing equations and discretizations under a unified frame-
work.

6.2.1 Conservation laws of aerodynamics

We introduce the general form of aerodynamics partial differential equations (PDEs)
considered throughout this chapter.We introduce a P-dimensional parameter domain
𝒫 ∈ ℝP, a d-dimensional spatial domain Ω ⊂ ℝd, the associated boundary 𝜕Ω, and a
time interval ℐ ≡ (0,T] ⊂ ℝ. Aerodynamic flow in Ω over ℐ is modeled by a system of
Nc nonlinear conservation laws of the form

𝜕u
𝜕t
+ ∇ ⋅ (f inv(u) + f visc(u, ∇u)) = f src(u, ∇u) in Ω × ℐ,

b(u, n ⋅ f visc(u, ∇u)) = 0 on 𝜕Ω × ℐ, (6.1)

u|t=0 = u
0 in Ω,

where u is the conservative state, f inv is the inviscid flux function, f visc is the viscous
flux function, f src is the source function, b is the boundary condition function, and u0

is the initial state. While the exact forms of the flux, source, and boundary functions
depend on the specific governing equation – the Euler, Navier–Stokes, or Reynolds-
averaged Navier–Stokes (RANS) equations – and flow conditions, all conservation
laws in aerodynamics can be cast in the general form (6.1). We also emphasize that,
although omitted here for brevity, all functions in general depend on the parameter
μ ∈ 𝒫 for parameterized problems and the time t ∈ ℐ for unsteady problems.

In many aerodynamics problems, our interest is not necessarily in the entire state
field u but in few quantities of interest (i. e., output). Arguably the most common out-
put in aerodynamics are lift and drag, which can be expressed as a surface integral of
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the form

s ≡ ∫
Γbody

f out(u, n ⋅ f visc(u, ∇u); n)ds,

where Γbody ⊂ 𝜕Ω is the aerodynamic surface of interest, n denotes the unit vector
normal to Γbody, and the function f out maps the surface state and viscous flux to aero-
dynamic forces.

We make a few remarks about the governing equations in aerodynamics. First,
inviscid flows are modeled by the Euler equations, which are purely hyperbolic. Sec-
ond, viscous flows are modeled by the Navier–Stokes equations which, for Reynolds
number relevant to aerodynamics, are convection-dominated. Third, for turbulent
flow simulations based on the RANS equations, the Navier–Stokes equations are aug-
mented with additional empirical PDEs that model the turbulence behavior; most tur-
bulence models are highly nonlinear, including the one-equation Spalart–Allmaras
(SA) turbulencemodel [62] used inmost of the works reviewed in this chapter. Fourth,
nonconservative variables, such as the entropy variables [35], may be used as the
working state variables; the entropy variables are of particular interest for stability
analysis of Galerkin methods [12] and in particular ROMs [9, 39].

6.2.2 Semi-discrete form

We now consider a full-order approximation of the conservation law (6.1). While
there is a number of different discretizations for (6.1), they must provide stability for
hyperbolic and convection-dominated PDEs. As a result, most works on model re-
duction for aerodynamics use one the three full-order discretizations: a finite volume
method [65], a stabilized finite element method [15, 37], or a discontinuous Galerkin
(DG) method [24, 7]. We refer to the references above for details of the discretizations,
and here describe FOMs in an abstract form.

To introduce an FOM, we first introduce a triangulation 𝒯h ≡ {κ1, . . . , κNe
}, where

{κi}
Ne
i=1 is a set of Ne nonoverlapping elements such that Ω = ∪κ∈𝒯h

κ and κi ∩ κj = 0,
i ̸= j. We next introduce an Nh-dimensional approximation space Vh ⊂ V associated
with 𝒯h; the associated dual space is denoted by V 󸀠h with the duality pairing ⟨⋅, ⋅⟩ :
V 󸀠h ×V → ℝ. We then introduce an FOM spatial residual operator rh : Vh ×𝒫 → V 󸀠h; the
particular form of the residual depends on the conservation laws and discretization.
A semi-discrete form of our FOM problem is as follows: Given μ ∈ 𝒫, find uh(t;μ) ∈ Vh,
t ∈ ℐ, such that

𝜕uh(t;μ)
𝜕t
+ rh(uh(t;μ);μ) = 0 in V 󸀠h, (6.2)

and uh(t = 0;μ) = Πhu0(μ); here u0(μ) ∈ V is the initial condition, and Πh : V → Vh is
a projection operator from V to Vh. Throughout this chapter, for any Hilbert spaceW
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and the associated dual spaceW 󸀠, the statement “g = 0 inW 󸀠” should be interpreted
as ⟨g,w⟩ = 0 ∀w ∈ W . We then introduce an FOM output functional qh : Vh×𝒫 → ℝNo ,
so that the set of No outputs is given by

sh(t;μ) = qh(uh(t;μ);μ). (6.3)

We assume that the solution and output to the FOM exists and is unique.
We may also consider an “algebraic form” of the problem, i. e., the form of the

problemdescribed bymatrices and vectors,which is convenient for the computational
implementation of the formulation. To this end, we first introduce a basis {φj}Nh

j=1 of the
space Vh. We next associate any function vh ∈ Vh with a generalized coordinate vh ∈
ℝNh by vh = v

j
hφ

j, where vjh denotes the j-th component of vh and the summation on
the repeated indices is implied.We then introduce algebraic forms of the FOM residual
operator rh : ℝNh × 𝒫 → ℝNh , the output functional qh : ℝNh × 𝒫 → ℝ, and the mass
matrixMh ∈ ℝ

Nh×Nh given by

rh(wh;μ)i ≡ ⟨rh(w
j
hφ

j;μ),φi⟩, i = 1, . . . ,Nh,

qh(wh;μ) ≡ qh(w
j
hφ

j;μ),

Mh,ij ≡ (φ
j,φi)L2(Ω), i, j = 1, . . . ,Nh.

The algebraic form of the FOM problem (6.2) and (6.3) is as follows: Given μ ∈ 𝒫, find
uh(t;μ) ∈ ℝNh , t ∈ ℐ, such that

Mh
duh(t;μ)

dt
+ rh(uh(t;μ);μ) = 0 in ℝNh (6.4)

for uh(t = 0;μ) = u0h(μ), and then evaluate

sh(t;μ) = qh(uh(t;μ);μ). (6.5)

This algebraic form of the problem is equivalent to the operator form (6.2) and (6.3);
in particular, uh(t;μ) = u

j
h(t;μ)φ

j. The solution to (6.4) is typically obtained using a
Newton-like method.

We make a few remarks. First, for a typical aerodynamics problem, P = 𝒪(1 − 10),
Nh = 𝒪(105 − 107), and No = 𝒪(1). Second, for steady problems, the time derivative
term vanishes and we seek u(μ) ∈ Vh such that

rh(u(μ);μ) = 0 in V 󸀠h, (6.6)

or, equivalently, uh(μ) ∈ ℝNh such that rh(uh(μ);μ) = 0 in ℝNh . Third, for problems
with shape deformations, the spatial domain Ω depends on the parameter μ ∈ 𝒟;
we refer to a review [57] for the treatment of parameter-dependent domains by a
reference-domain formulation, which provides an equivalent problem in a parameter-
independent reference domain. Fourth, while finite volumemethods are typically not
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presented as a weak formulation (6.2), the form encompasses (in general high-order)
finite volume methods, as the methods can be recast as a DG method with an ap-
propriate state reconstruction function; see, e. g., [13]. Fifth, in any event, all FOM
discretizations can be expressed in the algebraic form (6.4) and (6.5). Hence, in Sec-
tions 6.3 and 6.4, we describe all model reduction techniques using this abstract
framework.

6.2.3 Full-discrete form

We now introduce a full-discrete form of the FOM (6.4). We first introduce time in-
stances 0 = t0 ≤ t1 ≤ ⋅ ⋅ ⋅ ≤ tK = T, and the associated sequence of functions
{ukh(μ)}

K
k=1 = {u

k,j
h (μ)φ

j}Kk=1 such that uh(tk ;μ) ≈ ukh(μ), k = 1, . . . ,K. We then discretize
the semi-discrete equation (6.4) using amultistep or multistage scheme. For instance,
if the backward Euler method is used, the full-discrete FOM problem is as follows:
Given μ ∈ 𝒫, find {ukh(μ) ∈ ℝ

Nh }Kk=1 such that

rkh,Δt(u
k
h(μ);u

k−1
h (μ);μ) ≡

1
Δt
Mh(u

k
h(μ) − u

k−1
h (μ)) + rh(u

k
h(μ);μ) = 0

for k = 1, . . . ,K, and uk=0h (μ) = u
0(μ). Here, rkh,Δt : ℝ

Nh × ℝNh × 𝒫 → ℝNh is the full-
discrete residual operator for the backward Eulermethod at the time instance k, which
depends on the state at the previous time step uk−1h (μ). More generally, for a multistep
method, the full-discrete residual operator depends on the states at kstep previous time
instances and takes the form rkh,Δt : ℝ

Nh × ℝNh×kstep × 𝒫 → ℝNh . We assume that an
appropriate time marching scheme is chosen such that a sequence of stable solutions
exists.

We note that the solution to the steady problem (6.6) is often obtained using a
pseudo-transient continuation (PTC) method [41], which solves the unsteady prob-
lem using pseudo-time stepping, to improve the convergence of the nonlinear solver.
Hence the temporal stability is an important consideration even for steady problems.
We refer to [41] for a review of PTC methods.

6.2.4 Linearized equations

While aerodynamic flow is governed by a system of nonlinear conservation laws, as
discussed in Section 6.1, time-dependent linearized analysis is also of engineering in-
terest. The goal of linearized analysis is to propagate small input disturbances to out-
put perturbations. Here, the input disturbances may result from small changes in the
geometry (e. g., vibrations), boundary conditions (e. g., gust), or initial conditions; our
interest is in the associated change in the aerodynamic forces and moments.

Before we proceed, we make one notational change. In the previous section, we
introduced the parameter-dependent steady residual operator rh : Vh × 𝒫 → V 󸀠h; in



208 | M. Yano

this section, to be consistent with literature on linearized aerodynamics analysis, we
explicitly separate the parameters subjected to input disturbances from those that are
not. Specifically, we introduce a Q-dimensional input space 𝒬 ⊂ ℝQ. We then intro-
duce the steady residual operator rh : Vh×𝒬×𝒫 → V 󸀠h, which is a function of the state,
input, and parameter. Similarly, we introduce the output operator qh : Vh ×𝒬 × 𝒫 →
ℝNo .

In linearized analysis, we decompose the solution uh ∈ Vh into a base solution
ūh and perturbation δuh so that uh = ūh + δuh. Similarly, we decompose the input
ν ∈ 𝒬 into a base input ν̄ and disturbance δν so that ν = ν̄ + δν. The perturbation is
governed by the following linearized problem: Given μ ∈ 𝒫 and input δν(t) ∈ 𝒬, find
δuh(t; δν,μ) ∈ Vh, t ∈ ℐ, such that

𝜕δuh(t; δν,μ)
𝜕t

+ Jh(μ)δuh(t; δν,μ) + Bh(μ)δν(t) = 0 in V 󸀠h, (6.7)

and δuh(t = 0;μ) = Πhδu0(μ) for δu0(μ) ∈ Vh the initial perturbation. Here, the Jaco-
bian Jh(μ) ∈ ℒ(Vh,V 󸀠h) is the Fréchet derivative of rh(⋅, ν̄;μ) : Vh → V 󸀠h at ūh, and the
operator Bh(μ) ∈ ℒ(Q,V 󸀠h) is the Fréchet derivative of rh(ūh, ⋅;μ) : 𝒬 → V 󸀠h at ν̄. Given
the perturbed state δuh(t; δν,μ) ∈ Vh, we evaluate the associated output perturbation

δsh(t; δν,μ) = gh(μ)δuh(t; δν,μ),

where gh(μ) ∈ ℒ(Vh,ℝNo ) is the Fréchet derivative of qh(⋅, ν̄;μ) at ūh. The goal of the
linearized aerodynamics analysis is to map the disturbances in the input δν(t) ∈ 𝒬 to
the perturbations in the output δsh(t; δν,μ) ∈ ℝNo for any parameter value μ ∈ 𝒫. In
aerodynamics, the linearization state ū ∈ 𝒱h is often the solution to the steady-state
nonlinear problem (6.6); i. e., rh(ūh;μ) = 0 in V 󸀠h.

The linearized equations can also be expressed in an algebraic form. To this end,
we introduce the Jacobian matrix Jh(μ) ∈ ℝNh×Nh , input matrix Bh(μ) ∈ ℝNh×Q, and
output gradient vector gh(μ) ∈ ℝNo×Nh such that

Jh(μ)ij = ⟨Jh(ūh;μ)φ
j,φi⟩, i, j = 1, . . . ,Nh,

Bh(μ)ij = ⟨Bh(ūh;μ)e
j,φi⟩, i = 1, . . . ,Nh, j = 1, . . . ,Q,

gh(μ)ij = ⟨gh(ūh;μ)φ
j, ei⟩ i = 1, . . . ,No, j = 1, . . . ,Nh,

where ej is the unit vector with the j-th entry equal to 1. The algebraic form of the
linearized problem is as follows: Given μ ∈ 𝒫 and input δν(t) ∈ 𝒬, find δuh(t; δν,μ) ∈
ℝNh , t ∈ ℐ, such that

Mh
dδuh(t; δν,μ)

dt
+ Jh(μ)δuh(t; δν,μ) + Bh(μ)δν(t) = 0 in ℝNh , (6.8)

and evaluate the output

δsh(t; δν,μ) = gh(μ)δuh(t; δν,μ).
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We note that, for a fixed parameter μ ∈ 𝒫, the problem is in the standard linear
time-invariant form. The application of a time marching scheme yields a full-discrete
form of the linearized equations whose solution {δukh}

K
k=1 satisfies δu

k
h ≈ δuh(t

k), k =
1, . . . ,K, analogously to the discussion for the nonlinear FOM in Section 6.2.3.

6.3 Model reduction for linearized aerodynamics

In this section we discuss model reduction of linearized aerodynamics problems. As
discussed in Section 6.2.4, linearized (i. e., small-perturbation) analysis of unsteady
aerodynamics provides significant insights inmany engineering scenarios.More prag-
matically, model reduction of linearized PDEs requires fewer ingredients than that of
nonlinear PDEs, and hence we introduce common ingredients in the linearized con-
text.

6.3.1 Galerkin method

We now consider reduced-order approximations of the FOM (6.7) (or equivalently
(6.8)). To this end, we introduce a sequence of reduced basis spaces VN=1 ⊂ ⋅ ⋅ ⋅ ⊂
VN=Nmax

, each of which is a subset of 𝒱h; for a typical aerodynamics ROM, Nmax =
𝒪(10−100), which is significantly smaller than Nh = 𝒪(105−107). We then introduce
the associated hierarchical reduced basis {ζ n ∈ 𝒱h}

N
n=1 such that VN = span{ζ n}Nn=1,

N = 1, . . . ,Nmax. We may also express the reduced basis in an algebraic form {ζ n ∈
ℝNh }Nn=1 such that ζ n = ζ n,jφj, N = 1, . . . ,Nmax; we introduce the associated reduced
basis matrix ZN = (ζ

1, . . . , ζ N ) ∈ ℝNh×N . We will discuss various methods to construct
the reduced basis in Section 6.3.2; for now we assume the basis is given.

Given a reduced basis spaceVN , the semi-discrete form of the Galerkin-ROMprob-
lem is as follows: Given μ ∈ 𝒫 and δν(t) ∈ 𝒬, find δuN (t; δν,μ) ∈ VN , t ∈ ℐ, such that

𝜕δuh(t; δν,μ)
𝜕t

+ Jh(μ)δuN (t; δν,μ) + Bh(μ)δν(t) = 0 in V 󸀠N , (6.9)

and δuN (t = 0;μ) = ΠNu0(μ), where ΠN : V → VN is a projection operator from V to
VN . Again, for g ∈ V 󸀠h, the statement g = 0 in V 󸀠N should be interpreted as ⟨g, v⟩ = 0
∀v ∈ VN . We then evaluate the output perturbation δsh(t; δν,μ) = gh(μ)δuN (t; δν,μ).
The comparison of the FOM problem (6.7) and the Galerkin-ROM problem (6.9) shows
that the latter results from the restriction of the test and trail spaces to the reduced
space VN ⊂ Vh.

The Galerkin-ROM problem (6.9) can also be expressed in an algebraic (or matrix-
vector) form. To this end,we associate any function vN ∈ VN with a generalized coordi-
nate vN ∈ ℝN by vN = v

j
N ζ

j; wemay also express the full-order generalized coordinate
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of vN ∈ VN as vh = v
j
Nζ

j = ZNvN ∈ ℝNh . Given the reduced basis, we define the ROM
operators

MN ≡ Z
T
NMhZN = ((ζ

j, ζ i)L2(Ω))
N
i,j=1 ∈ ℝ

N×N ,

JN (μ) ≡ Z
T
N Jh(μ)ZN = (⟨Jh(μ)ζ

j, ζ i⟩)Ni,j=1 ∈ ℝ
N×N , (6.10)

BN (μ) ≡ Z
T
N Jh(μ) = (⟨Bh(μ)e

j, ζ i⟩)N ,Qi=1,j=1 ∈ ℝ
N×Q,

gN (μ) ≡ gh(μ)ZN = (⟨gh(μ)ζ
j, ei⟩)Nj=1 ∈ ℝ

No×N .

The algebraic form of the linearized problem is as follows: Given μ ∈ 𝒫 and δν(t;μ) ∈
𝒬, find δuN (t; δν,μ) ∈ ℝN , t ∈ ℐ, such that

MN
dδuN (t; δν,μ)

dt
+ JN (μ)δuN (t;μ) + BN (μ)δν = 0 in ℝN , (6.11)

and evaluate the output δsN (t; δν,μ) = gN (uN (μ); δν,μ)δuN (t;μ). Again, the operator
form (6.9) and the algebraic form (6.11) are equivalent and δuN (t;μ) = δu

j
N (t;μ)ζ

j. We
note that the ROM operators (6.10) are precomputed in the construction stage, so that
the ROM (6.11) can be solved in 𝒪(N∙) operations for the exponent ∙ between 1 and 3.
In particular the cost to solve the ROM (6.11) is independent of Nh; we recall that N =
𝒪(10−100) and Nh = 𝒪(105−107) for a typical aerodynamics problem. We discuss this
offline-online computational decomposition in Section 6.3.4.

6.3.2 Reduced basis for nonparameterized linearized problems

The efficacy of the Galerkin-ROM (6.9) (or (6.11)) depends on the choice of the reduced
basis. We now review techniques to identify an effective reduced basis {ζ j}Nj=1 (or re-
duced basis matrix ZN ∈ ℝNh×N ). For practical and historical reasons, we first present
procedures for nonparameterized (or fixed-parameter) problems; themodel reduction
of time-varying but fixed-parameter aerodynamics problems enables fast simulation
of complex flows, which is essential for, for instance, MPC. As the problems are non-
parameterized, we suppress the argument μ for all operators throughout this section.
In addition, as our primary goal is to provide recipes for implementation, rather than
to discuss theory, we present algorithms in algebraic forms.

6.3.2.1 Eigenmodes

A classical approach to identify a reduced basis for linearized aerodynamics problems
is eigenanalysis. The approach, first introduced by Hall [33], is as follows:
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1. Solve the generalized eigenproblem: Find the eigenvector ζ k ∈ ℝNh and the asso-
ciated eigenvalue λk ∈ ℂ such that

Jhζ
k = λkMhζ

k in ℝNh ;

without loss of generality, sort the eigenpairs such that |λ1| ≥ ⋅ ⋅ ⋅ ≥ |λNh |.
2. Construct the reduced basis matrix ZN = (ζ

1, . . . , ζ N ) ∈ ℝNh×N .

While historically important, eigenanalysis has a major limitation: The reduced basis
is based solely on the Jacobian Jh and does not account for the system input Bh or
output gh. Hence, the number of eigenmodes N required to achieve a given solution
or output accuracy is typically greater than empirical approaches based on proper
orthogonal decomposition (POD).

6.3.2.2 Time-domain POD

To address limitations of eigenmodes discussed in Section 6.3.2.1, Romanowski [55]
proposes a (time-domain) POD approach for linearized Euler equations. We here
present the method of snapshots [60] to efficiently compute a POD basis for large-
scale problems in aerodynamics:
1. Choose L time-dependent training inputs {{δνl(t)}t∈ℐ}Ll=1, where l is the training

input index.
2. Solve the full-discrete form of the linearized FOM (6.7) for the training inputs
{δνl}Ll=1 and for K time steps {tk}Kk=1 to construct a snapshot matrix S ∈ ℝNh×Ns ,
whose columns are δukh(δν

l) ≈ δuh(tk ; δνl) for k = 1, . . . ,K, l = 1, . . . , L, and
Ns ≡ KL.

3. Construct the correlation matrix A = STXhS in ℝNs×Ns . Here, Xh ∈ ℝ
Nh×Nh such

that Xh,ij = (φj,φi)Xh is associated with an appropriate inner product; a common
choice is the L2(Ω)-inner product.

4. Solve the eigenproblem: Find (vk , λk) ∈ ℝNs × ℝ such that

Avk = λkvk in ℝNs ;

without loss of generality, sort the eigenpairs such that |λ1| ≥ ⋅ ⋅ ⋅ ≥ |λNs |.
5. Set the reduced basis matrix ZN = (ζ

1, . . . , ζ N ) ∈ ℝNh×N , where

ζ k = λ−1/2k Svk , k = 1, . . . ,N .

The resulting basis ZN ∈ ℝNh×N is orthogonalwith respect to theXh inner product; i. e.,
ZTNXhZN = IN . In addition,ZN minimizes theXh-projection error for the snapshots; i. e.,
ZN = argminWN∈ℝNh×N ‖S −WNWT

NXhS‖Xh
. In this sense, the POD basis is optimal for

the approximation of the state δuh(t; δν) associated with the particular system input
δν; however, the system output sh is not accounted for in the POD method.
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6.3.2.3 Frequency-domain POD

A variant of the time-domain POD approach above is the frequency-domain POD
approach proposed by Kim [42] and Hall et al. [34]. As the name suggests, this ap-
proach takes advantage of the linearity of the problem (6.8) and computes snapshots
in the frequency domain. Namely, we consider time-harmonic disturbances of the
form δν(t) = δν̂ejωt of a frequency ω ∈ ℝ so that the associated time-harmonic per-
turbations are of the form δuh(t; δν,μ) = δûh(δν̂)ejωt for δûh(δν̂) = (jωMh + Jh)−1Bhδν̂,
where j ≡ √−1. The frequency-domain POD approach replaces the first two steps of
the time-domain POD approach in Section 6.3.2.2 with the following:
1’. Choose L training inputs {δν̂l ∈ ℝQ}Ll=1 and K training frequencies {ωk ∈ ℝ}

K
k=1.

2’. Solve the frequency-domain equation

(jωkMh + Jh)δû
k(δν̂l) = Bhδν̂

l (6.12)

for {δν̂l}Ll=1 and {ωk}
K
k=1 to construct a snapshot matrix S ∈ ℝNh×Ns , whose columns

are the real and imaginary parts of the frequency-domain perturbation,
ℜ(δûk(δνl)) and ℑ(δûk(δνl)), for k = 1, . . . ,K, l = 1, . . . , L, and Ns ≡ 2KL.

The training input modes and frequencies can be chosen based on known character-
istics of input disturbances; e. g., for aeroelasticity problems, the modes and frequen-
cies may be chosen to coincide with the resonance modes of the structure. For lin-
earized aerodynamics problems, frequency-domain POD is often more efficient than
time-domain POD and hence is preferred; the approach has been successfully ap-
plied to the linearized Euler equations in works including [42, 34, 64, 47, 46, 4, 2]. We
however make two cautionary remarks: First, implementation must support complex
arithmetic; second, just like time-domain POD, while the POD basis is in some sense
optimized for the solution field δuh(t; δν) ∈ Vh, it is not specialized for the particular
system output sh.

6.3.2.4 Balanced POD

The time- and frequency-domainPODapproaches construct a reduced spaceVN which
iswell suited for the approximation of the entire state δuh(t; δν) ∈ Vh; however, in aero-
dynamics, we are often not interested in the entire state but rather only in few outputs
(i. e., quantities of interest). In these cases, we can construct a more efficient ROM us-
ing the balanced POD (BPOD) method proposed by Willcox and Peraire [73], which
approximates balanced truncation [52] for large-scale problems. The key to BPOD is
(i) to realize that both the input and output play equally important roles in charac-
terizing the input-output relationship and (ii) to incorporate the dual problem to ac-
count for the choice of the output. The dual problem for the linearized aerodynam-
ics problem (6.8) with a single output (No = 1) is as follows: Given δν(t) ∈ 𝒬, find
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zh(t; δν) ∈ ℝNh , t ∈ ℐ, such that

−
dzh(t; δν)

dt
+ JThz(t; δν) + g

T = 0 in ℝNh , (6.13)

and then evaluate the output

δsh(t; δν) = δνB
T
hzh(t; δν).

The associated frequency-domainproblem seeks δẑ(δν) = (−jωMh+JTh )
−1gTh . TheBPOD

procedure based on frequency-domain sampling for No = 1 is as follows:
1. Choose L training inputs {δν̂l ∈ ℝQ}Ll=1 and K training frequencies {ωk ∈ ℝ}

K
k=1.

2. Solve the frequency-domain problem (6.12) to collect Ns primal snapshots, and
then obtain the POD mode matrix Zprp ∈ ℝ

Nh×p and eigenvalue matrix Λpr
p ∈ ℝ

p×p

for the p ≥ N largest eigenvalues.
3. Solve the frequency-domain dual problem (6.13) to collect Ns adjoint snapshots,

and then obtain the POD mode matrix Zdup ∈ ℝ
Nh×p and eigenvalue matrix Λdu

p ∈
ℝp×p for the p largest eigenvalues.

4. Compute the eigenvectorsZN ∈ ℝNh×N associatedwith theN largest eigenvalues of
the matrix (Zprp Λ

pr
p Z

prT
p )(Z

du
p Λdu

p ZduTp ) using a Krylov subspace method. (Note that
the matrix is never explicitly formed.)

The BPOD method produces a reduced basis optimized for the input-output map-
ping problem and enables goal-oriented reduction of linearized aerodynamics prob-
lems [73]; depending on the output, BPOD significantly reduces the dimension of the
reduced space required to achieve a given output tolerance compared to the standard
POD, as demonstrated for a two-dimensional plunging airfoil [73]. A variant of BPOD
modified for a problemwith a large number of outputs is developed by Rowley in [56].

6.3.2.5 Other goal-oriented methods

We survey a few other goal-oriented methods to generate reduced bases; we again
restrict ourselves to techniques that have been demonstrated for aerodynamics prob-
lems. In [74], Willcox et al. propose an Arnoldi-based method, which identifies a re-
duced basis by matching moments of the FOM input-output transfer function, and
apply it to aeroelastic analysis of a transonic turbine cascadewith unsteady blademo-
tions. In [72],Willcox andMegretski propose amethodwhich identifies a reducedbasis
by computing the Fourier expansion of the discrete-frequency transfer function, and
apply it to analysis of a supersonic diffuser. In [18], Bui-Thanh et al. propose a more
general approach to goal-orientedmodel reduction that identifies a reduced basis as a
solution of a constrained optimization problem and apply it to analysis of a subsonic
turbine blade. All threemethods are goal-oriented in the sense that they consider both
system inputs and outputs to identify an effective reduced basis.
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6.3.3 Reduced basis for parameterized linearized problems

We have so far discussed the construction of reduced bases for nonparameterized
problems or, equivalently, for one fixed parameter. For parameterized problems, in
general a reduced basis constructed for one parameter value does not provide a good
approximation for another parameter value, as the associated dynamics can be very
different; see, for example, a study for parameterized turbine blades by Epureanu [28].
Wehere discuss a fewdifferent strategies to construct reducedbases for parameterized
problems.

6.3.3.1 Global POD

One approach to construct a reduced basis for parameterized problems is to prepare a
“global” or “composite” POD basis, which has been trained for a range of parameters,
as proposed for aerodynamics problems by Schmit, Taylor, andGlauser [59, 63]. In this
approach, we first introduce a training parameter set ΞNt

≡ {μm}Nt
m=1, collect the snap-

shots for all parameter values, and then apply POD to the snapshots. The global POD
approach for parameterized problem replaces the first two steps of the time-domain
POD approach in Section 6.3.2.2 with the following:
1’. Choose Nt training parameters {μn}Nt

n=1 and L training inputs {δν}
L
l=1.

2’. Solve the full-discrete form of the linearized FOM (6.7) for the training parameters
{μm}Nt

m=1, training inputs {δνl}Ll=1, and time steps {tk}Kk=1 to construct a snapshot
matrix S ∈ ℝNh×Ns , whose columns are δukh(δν

l;μm) ≈ δuh(tk ; δνl) for k = 1, . . . ,K,
l = 1, . . . , L,m = 1, . . . ,Nt, and Ns ≡ KLNt.

The global POD approximation works well for problems with a relatively small pa-
rameter dimension and extent; however, the method may suffer from two issues if
the problem exhibits significant parametric variations. First, the FOM may need to
be solved for a large number of training parameters, which results in a high training
cost. Second, a large number of POD modes may be required to accurately capture
the dynamics. (More precisely, if the Kolmogorov N-width of the parametric manifold
{uh(t; δν,μ)}t∈ℐ,δν∈𝒬,μ∈𝒫 is large, then a large number of modes is required to achieve
sufficient accuracy.)

6.3.3.2 The (weak) greedy algorithm

To address the potentially high training cost associated with the global POD, the
(weak) greedy algorithm has been developed [67, 57]. The greedy algorithm suc-
cessively identifies a reduced basis {ζ j}Nj=1 based on the behavior of a rapidly com-
putable error estimate ηN (μ). The algorithm takes as the input the training parameter
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set Ξt ⊂ 𝒟 which reasonably covers the domain. Then, in the N-th iteration, given
ZN−1 ∈ ℝNh×(N−1) the algorithm proceeds as follows:
1. Find the parameter with the largest error estimate: μN = argmaxμ∈Ξt ηN−1(μ).
2. Solve the FOM for μN to obtain uh(μN ) ∈ ℝNh .
3. Augment the reduced basis with the new snapshot: ZN = (ZN−1,uh(μN )); re-

orthonormalize ZN using Gram–Schmidt.

The steps are repeated until the user-prescribed error tolerance is met for all μ ∈ Ξt .
For unsteady problems, Step 3 incorporates an additional reduction technique (e. g.,
POD) to compress the multiple temporal snapshots associated with a single unsteady
solve; this approach, called POD-greedy algorithm,was proposed and analyzed in [32]
and its variant is applied to probabilistic analysis of turbine cascades in [17].

The weak greedy algorithm has two advantages over POD. First, it requires only
N FOM solutions compared to Nt ≫ N solutions for global POD; hence it reduces the
training cost, and a larger Ξt can be used for more exhaustive training. Second, in the
presence of a goal-oriented error estimate, the ROM trained will meet the error thresh-
old for the engineering quantities of interest at least for μ ∈ Ξt. However, one major
limitation of the weak greedy algorithm is that it requires a rapidly computable error
estimate; due to the difficulty of constructing such an error estimate for hyperbolic
and convection-dominated problems in aerodynamics, the greedy algorithm has seen
somewhat limited use in the field. In addition, while the training cost is reduced rela-
tive to global POD, the resulting ROMmay still require a largeN if the problem exhibits
significant parametric variations. We refer to a review paper [57] for more detailed de-
scription of the weak greedy algorithm.

6.3.3.3 Parameter-domain decomposition

One approach to reduce the ROM size for problems that exhibit a large parameter ex-
tent is to decompose the parameter domain 𝒫 (or time interval ℐ) into smaller subdo-
mains to limit the parameter extent, which in turn controls the reducibility (i. e., the
Kolmogorov N-width) of the parametric manifold. Namely, we first subdivide 𝒫 into
N𝒫 subdomains {𝒫n}N𝒫

n=1 so that ⋃
N𝒫
n=1 𝒫

n
= 𝒫. We then construct a set of N𝒫 reduced

bases {Zn}N𝒫
n=1 for the parametric manifolds {{uh(μ)}μ∈𝒫n }N𝒫

n=1. To make an ROM predic-
tion for a given parameter μ ∈ 𝒫, we identify the subdomain 𝒫n such that μ ∈ 𝒫n and
then invoke the ROM.

One of the earliest applications of the parameter-domain decomposition ap-
proach in aerodynamics is Annonen et al. [6]; the so-called multi-POD approach
considers multiple reduced bases associated with different shape deformations.
Washabaugh et al. [68] also employ the approach for Mach number sweep of a
full aircraft configuration. Some versions of the reduced space interpolation meth-
ods [2], which is discussed in Section 6.3.3.4, also incorporates the idea to work with
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a database of reduced spaces. We also refer to [27] for detailed analyses of parameter-
domain decomposition approaches.

6.3.3.4 Reduced-space interpolation based on Grassmann manifold

Another approach to reduce the ROM size for problems that exhibit a large parameter
extent is to “interpolate” a set of reduced spaces computed for several parameter val-
ues to construct a new reduced space for the particular parameter value. One simple
idea is to interpolate each basis vector ζ j as a function of μ ∈ 𝒫; however, this ap-
proach, which works with the vectors and not the space, is shown to work poorly for
aeroelasticity problems [48]. To address the problem, Lieu et al. [48, 47, 46] propose
the so-called subspace-angle interpolation method to interpolate any two reduced
spaces. Subsequently, Amsallem et al. [4, 2] propose a more general approach to in-
terpolate an arbitrary number of reduced spaces associated with {ZiN }

NZ
i=1 to construct a

new reduced basis ZN . The approach builds on the observation that the reduced space
VN spanned by a reduced basis ZN is an element of the Grassmannmanifold G(N ,Nh).
To interpolate reduced spaces, the approach (i) invokes a logarithmic map to map re-
duced spaces onto a tangent space, (ii) performs standard interpolation in the tangent
space, and (iii) invokes an exponential map to map back the logarithmic representa-
tion of the interpolated basis to identify ZN . Here we outline the algorithm:
1. Choose parameter values {μi}NZ

i=0 and construct the associated reduced bases
{ZiN }

NZ
i=0; i = 0 is the reference point.

2. Compute the logarithms {Γi ∈ ℝNh×N }NZ
i=1 given by

(I − Z0NZ
0
N
T)ZiN(Z

0
N
TZiN)
−1
= UiΣiVi in ℝNh×N ,

Γi = Ui tan
−1(Σi)V

T
i in ℝNh×N ,

where the right-hand side of the first step is the thin singular value decomposition
of the matrix in the left-hand side.

3. Given μ ∈ 𝒫, interpolate each entry of the parameter-logarithm-matrix pairs
(μi, Γi)NZ

i=1 using a multivariate interpolation scheme for ℝP to find Γ ∈ ℝNh×N

associated with μ ∈ 𝒫.
4. Compute the exponential map of the logarithm Γ ∈ ℝNh×N given by

Γ = UΣVT ,

ZN = Z
0
NV cos(Σ) + U sin(Σ).

This interpolationmethod on the Grassmannmanifold can be thought of as a general-
ization of the subspace-angle interpolation method [48, 47, 46]; the two methods are
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equivalent when NZ = 2 reduced bases are used for interpolation, but the former gen-
eralizes to an arbitrary number of reduced bases [4]. For problemswith a large param-
eter extent, the reduced space interpolation methods can also be combined with the
parameter-domain decomposition method discussed in Section 6.3.3.3; in this case,
the interpolation is performed on a subset of all available reduced bases [2]. The re-
duced basis interpolation methods have been demonstrated for parameterized aeroe-
lastic analysis of full aircraft configurations [4, 2] as discussed further in Section 6.3.6.

6.3.4 Offline-online computational decomposition

Asbrieflydiscussed inSection6.3.1,model reductionachieves computational speedup
through offline-online computational decomposition. The offline stage is expensive
but is performed only once. The online stage is cheap, and it is invoked in real-time
formanydifferent inputs and/or parameters. Todescribe offline-online computational
decomposition for linearized aerodynamics problems, we break down the model re-
duction procedure into three steps:
1. Collect the FOM snapshots and construct a reduced basis ZN (or reduced bases
{ZnN }) using a method described in Section 6.3.2 or 6.3.3.

2. Construct the ROM operators by projecting the FOM operators onto the reduced
basis ZN according to (6.10).

3. Given the input δν(t) ∈ 𝒬, t ∈ ℐ, solve the ROM problem (6.11).

In general, Step 1 is themost expensive stage, as it requires time- or frequency-domain
solutions of the FOM for a number of different control inputs and/or parameters. Step 2
also requires access to the FOM, and hence does require 𝒪(Nh) operations; however,
this step is much cheaper than Step 1, as performing the projection (6.10) is much
cheaper than solving the FOM (6.11). Step 3, which works exclusively with the ROM,
requires 𝒪(N∙) operations; since Nh = 𝒪(105 − 107) and N = 𝒪(10 − 100) for a typical
aerodynamics problem, the ROM achieves significant computational reduction rela-
tive to the FOM.

The offline-online computational decomposition takes on different forms depend-
ing onwhether the problem is parameterized. For nonparameterized problems, the of-
fline stage comprises Steps 1 and 2; first a reduced basis is identified using amethod in
Section 6.3.2, and then theROM is constructed in terms of the reduced operators (6.10).
In the online stage, given an input δν(t) ∈ 𝒬, t ∈ ℐ, we invoke the ROM (6.11); note that
the online stage requires only𝒪(N∙) operations.

For parameterized problems, the offline stage comprises only Step 1; either a
global reduced basis or a set of reduced bases is constructed using a method in Sec-
tion 6.3.3. In the online stage, given μ ∈ 𝒫, we first identify an appropriate reduced
basis: For the parameter-domain decomposition method discussed in Section 6.3.3.3,
this step requires the identification of the subdomain 𝒫n to which μ belongs; for the
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reduced space interpolation method discussed in Section 6.3.3.4, this step involves
the interpolation of the reduced bases. We then perform Step 2; project the FOM op-
erators onto ZN to identify the ROM operators (6.10). We finally invoke the ROM to
approximate the linearized aerodynamics problem for the given μ ∈ 𝒫 and δν(t) ∈ 𝒬,
t ∈ ℐ. Unlike the online stage for nonparameterized problems, the online stage for
parameterized problems requires the access to the FOM in Step 2 and hence requires
𝒪(Nh) operations. Nevertheless, significant speedup can be achieved relative to the
FOM as Step 2 is still much cheaper than the unsteady solution of the FOM.

We note that if the parameterized FOM operators admit a decomposition that is
affine in functions of parameters, then the associated reduced operators can be pre-
computed in the offline stage and hence the online cost would be 𝒪(N∙); however,
most of the relevant problems in aerodynamics do not admit this so-called affine pa-
rameter decomposition. We refer to a review paper [57] for offline-online computa-
tional decomposition in the presence of affine parameter decomposition.We also note
that it may be appropriate to invoke the empirical interpolation method [10, 31] or its
variant to identify an approximate affine decomposition; see Chapter 5 of Volume 2.

6.3.5 Stability of the Galerkin-ROM

As discussed in Section 6.1, the focus of this handbook is on formulation and not the-
ory. However, as time stability of ROMs (6.7) is one of the key issues in model reduc-
tionof linearized aerodynamicsproblems,webrieflymention relevant literature; here,
time stability refers to the ability to bound some norm of the solution ‖u(t)‖⋆ by the
initial state and boundary conditions.

Barone et al. [9] and Kalashnikova et al. [39] analyze the time stability of the
Galerkin-ROM (6.9). The works show that the ROM is stable if the symmetrized form
of the hyperbolic system is used with appropriate boundary conditions. We note that
for compressible Euler and Navier–Stokes equations (i) the symmetrized system is
described in the entropy variables [35, 11]; (ii) the associated energy norm is given by
(w, v)A0

= ∫Ω v
TA0wdx, where A0 is the Jacobian of the conservative variables with

respect to the entropy variables; and (iii) the mass matrix in (6.7) is also modified
accordingly. Kalashnikova et al. [40] further extend the stability analysis to aeroe-
lasticity problems where the structure is modeled by a linearized von Kármán plate
equation.

In addition to analysis, we note there are ROM formulations that are designed
to achieve guaranteed stability; we again restrict ourselves to works that have been
demonstrated for aerodynamics problems. The Fourier-based formulation of Willcox
and Megretski [72] discussed in Section 6.3.2.5, for instance, is guaranteed to preserve
stability of the underlying FOM; the method has been applied to model reduction [72]
and MPC [36] for which POD yields unstable ROMs. Amsallem and Farhat [5] also pro-
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pose an online-efficient stabilization based on Petrov–Galerkin projection and apply
it to aeroelastic analysis of a wing-store configuration.

6.3.6 Large-scale applications

We conclude this section on model reduction for linearized aerodynamics problems
with a few applications to large-, industry-scale problems.
– Aeroelastic analysis of theAGARDmodel 445.6wing [64]. In thisworkThomas et al.

consider flutter prediction of a weakened AGARD model 445.6 wing. The FOMs
consist of Nh ≈ 2.6 × 105 to 7.8 × 105 aerodynamic degrees of freedom. The flutter
boundaries for six different values of the base flowMachnumber are analyzed. For
each flight Mach number, the snapshots are computed for the first five structural
resonance modes ({δν̂l}) and six frequencies ({ωk}); POD is applied to identify a
ROM with N = 55 modes. The ROM is then used to construct the root loci with
respect to the reduced velocity and to provide accurate predictions of flutter ve-
locities.

– Aeroelastic analysis of a full F-16 aeroelastic configuration [2]. In this work Am-
sallem et al. consider model reduction of a full aeroelastic F-16 configuration. The
FOM consists of Nh ≈ 2 × 106 + 1.7 × 105 aerodynamic and structural degrees of
freedom, respectively. The parameters are the base flow Mach number and angle
of attack. In the offline stage, a set of reduced bases for 83 different flight con-
figurations are prepared using the frequency-domain POD approach; each basis
comprises N = 90 modes. In the online stage, the reduced bases are interpolated
on a manifold as discussed in Section 6.3.3.4. For the five predictive test config-
urations considered, the error in the L2(ℐ)-norm of the unsteady lift varies from
0.4% to 7%. The time to solve the linearized system is reduced by a factor of 90 in
the online stage. (However, the online stage also requires the computational of the
steady-state equilibriumsolution;when this step is taken into account, the overall
speedup factor is approximately 7.) The aeroelasticity problem is also considered
in [47, 46, 4].

– Probabilistic analysis of unsteady turbine blades [17]. In this work Bui-Thanh et al.
consider model reduction of a two-blade turbine system to analyze the effect of
geometric uncertainties on unsteady lift forces. The FOM consists Nh ≈ 1 × 105

degrees of freedom. The geometric modes are identified using principal compo-
nent analysis on data from 145 real blades; geometric perturbations are parame-
terized using P = 10 parameters. The reduced basis are identified using a greedy
algorithmmodified for the high-dimensional parameter space; the resulting ROM
consists of N = 290 modes. The reduced model is then invoked for 10,000 differ-
ent geometries to estimate the distribution of the work per cycle (WPC). Relative
to the FOM, the ROM achieves less than 0.5% error in the mean and 2% error in
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the variance. The time to complete the 10,000 analyses is reduced from 516 hours
for the FOM to 1.1 hours for the ROM, a computational reduction by a factor of 468.

6.4 Model reduction for nonlinear aerodynamics

In this section we discuss model reduction of nonlinear aerodynamics problems.
While linearized analysis suffices for some aerodynamics scenarios, applications
such as shape optimization and flight-parameter sweep require full nonlinear analy-
sis. As some of the model reduction ingredients are the same as those discussed for
linearized problems in Section 6.3, we focus on techniques and challenges that are
unique to full nonlinear analysis.

6.4.1 Projection methods

While theGalerkinmethod is by far themost commonapproach formodel reduction of
linearized aerodynamics problems, there are a few different projection methods that
are commonly used for nonlinear aerodynamics problems. We here review the two
most popular methods, the Galerkin and minimum-residual methods, and provide a
short discussion of other approaches.

6.4.1.1 Galerkin method

We first introduce the Galerkin approximation of the nonlinear aerodynamics prob-
lem (6.2). As inSection6.3.1,weassume that a sequenceof reducedbasis spacesVN=1 ⊂
⋅ ⋅ ⋅ ⊂ VN=Nmax

and the associated hierarchical reduced basis {ζ j}Nj=1 is given; we discuss
the procedures to generate the reduced basis in Section 6.4.3. The semi-discrete form
of the Galerkin-ROMproblem is as follows: Given μ ∈ 𝒫, find uN (t;μ) ∈ VN , t ∈ ℐ, such
that

𝜕uN (t;μ)
𝜕t
+ rh(uN (t;μ);μ) = 0 in V 󸀠N , (6.14)

and uN (t = 0;μ) = ΠNu0(μ). Again, for g ∈ V 󸀠h, the statement g = 0 in V 󸀠N should be
interpreted as ⟨g, v⟩ = 0 ∀v ∈ VN . We then evaluate the output sN (t; μ) = qh(uN (t; μ); μ).

We may also consider the algebraic form of the problem. We recall from Sec-
tion 6.3.1 that we associate any function vN ∈ VN with a generalized coordinate
vN ∈ ℝN by vN = vjN ζ

j; we may also express the FOM generalized coordinate of
vN ∈ VN as vh = v

j
Nζ

j = ZNvN ∈ ℝNh . Given the basis, we define the ROM residual
rN : ℝN × 𝒫 → ℝN , output functional qN : ℝN × 𝒫 → ℝ, and mass matrixMN ∈ ℝ

N×N
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such that

rN (wN ;μ) ≡ Z
T
Nrh(ZNwN ;μ) = (⟨rh(w

j
N ζ

j;μ), ζ i⟩)Ni=1,

qN (wN ;μ) ≡ qh(ZNwN ;μ) = qh(w
j
N ζ

j;μ),

MN ≡ Z
T
NMhZN = ((ζ

j, ζ i)L2(Ω))
N
i,j=1.

The algebraic form of the Galerkin-ROM problem is as follows: Given μ ∈ 𝒫, find
uN (t; μ) ∈ ℝN , t ∈ ℐ, such that

MN
duN (t;μ)

dt
+ rN(uN (t;μ);μ) = 0 in ℝN , (6.15)

anduN (t = 0;μ) = u0N (μ), whereu
0
N (μ) ∈ ℝ

N is the generalized coordinate forΠNu0(μ).
We then evaluate the output sN (t;μ) = qN (uN (t;μ);μ). The operator form (6.14) and the
algebraic form (6.15) are equivalent in the sense that uN (t;μ) = ∑

N
j=1 u

j
N (t;μ)ζ

j.
Most aerodynamics shape optimization and flight-parameter sweep scenarios

consider steady-state solutions. The steady-state problem seeks uN (μ) ∈ VN such that

rN(uN (μ);μ) = 0 in ℝN , (6.16)

and then evaluates sN (μ) ≡ qN (uN (μ);μ).
We make a few observations. First, the reduced-order Galerkin problem (6.14)

(or (6.15)) is in semi-discrete form; as described for FOMs in Section 6.2.3, we ap-
ply a suitable time marching scheme to obtain a full-discrete form of the Galerkin-
ROM problem. Second, the steady-state problem (6.16) is solved using a pseudo-
time continuation method as discussed for FOMs in Section 6.2.3, and hence the
unsteady equations are relevant also for steady-state problems. Third, although the
approximation space VN is of dimension N, the computation of the reduced residual
rN (wN ;μ) = ZTNrh(ZNwN ;μ) requires 𝒪(Nh) ≫ 𝒪(N) operations, because the FOM
residual rh(ZNwN ;μ) ∈ ℝNh must be projected onto the reduced basis ZN ∈ ℝNh×N .
Hyperreduction, which enables 𝒪(N) evaluation of the residual, is discussed in Sec-
tion 6.4.2.

6.4.1.2 Minimum-residual method

We now discuss an alternative projection method: the minimum-residual method. As
the name suggests, we choose the element ofVN thatminimizes the (dual) norm of the
residual as our ROM solution. For steady problems, the minimum-residual problem is
as follows: Given μ ∈ 𝒫, find uN (μ) ∈ VN such that

uN (μ) = arg inf
wN∈VN

󵄩󵄩󵄩󵄩rh(uN (μ);μ)
󵄩󵄩󵄩󵄩V 󸀠h
≡ arg inf

wN∈VN

sup
vh∈Vh

⟨rh(uN (μ);μ), vh⟩
‖vh‖Vh

. (6.17)
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An algebraic form of the problem is as follows: Given μ ∈ 𝒫, find uN (μ) ∈ ℝN such that

uN (μ) = arg inf
wN∈ℝN

󵄩󵄩󵄩󵄩rh(ZNwN ;μ)
󵄩󵄩󵄩󵄩
2
Wh

(6.18)

= arg inf
wN∈ℝN

rh(ZNwN ;μ)
TWhrh(ZNwN ;μ),

where Wh ∈ ℝ
Nh×Nh is the inner product matrix; the choice Wh = V−1h for Vh,ij =

(φj,φi)Vh
, i, j = 1, . . . ,Nh, results in (6.18) to be equivalent to (6.17).

The minimum-residual formulation can also be extended to unsteady problems
as follows: Given μ ∈ 𝒫, find uN (t;μ) ∈ ℝN , t ∈ I, such that

ukN (μ) = arg inf
wN∈ℝN

󵄩󵄩󵄩󵄩rh,Δt(ZNwN ; {ZNu
l
N (μ)}

k−1
l=1 ;μ)
󵄩󵄩󵄩󵄩Wh
, k = 1, . . . ,K.

The formulation minimizes the residual associated with each time step.
We make a few observations. First, the minimum-residual method can be cast as

a Petrov–Galerkin method [50]; as a result, the method is also referred to as a least-
squares Petrov–Galerkinmethod [21]. Second, theminimum-residualmethod is a very
common approach for model reduction of steady nonlinear aerodynamics problems
and has been used in works including [43, 44, 45, 69, 80, 79]. Third, similarly to the
Galerkin method, the evaluation of the FOM residual in (6.18) requires𝒪(Nh) ≫ 𝒪(N)
operations. Hyperreduction, which enables 𝒪(N) evaluation of the residual, is dis-
cussed in Section 6.4.2.

6.4.1.3 Other approaches: interpolation- and L1-based ROMs

While the Galerkin and minimum-residual methods are most commonly used meth-
ods for model reduction of nonlinear aerodynamics problems, some works have used
interpolation-based ROMs, which deduce the reduced basis coefficients uN ∈ ℝN

through interpolation. In the context of aerodynamics, the approach has been ap-
plied to flight-parameter sweep scenarios: Bui-Thanh et al. [16] deduce the reduced
basis coefficients using cubic splines for two-dimensional Euler flow over an air-
foil; Franz et al. [30] deduce the reduced basis coefficients using a manifold learning
technique for three-dimensional Euler flow over a wing.

We can also consider minimization of different norms of the residual to deduce
uN ∈ ℝN . Of particular interest is the L1-norm,which is amore natural norm for hyper-
bolic equations. Based on this observation, Abgrall and Crisovan [1] propose an ROM
which identifies the solution through L1-minimization and apply it to parameterized
transonic Euler flow over an airfoil.
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6.4.2 Hyperreduction

As discussed in Section 6.4.1, seeking the solution in a reduced space VN ⊂ Vh is in-
sufficient to achieve 𝒪(N∙) online cost for nonlinear problems. We need a means to
approximate the projection of the FOM residual rh(wN ;μ) ∈ ℝNh onto the reduced ba-
sis ZN ∈ ℝNh×N in𝒪(N) operations for the Galerkin method, and there is an analogous
requirement for the minimum-residual method. This is the goal of hyperreduction, a
term coined byRyckelynck [58].Wehere present hyperreduction approaches that have
been used for aerodynamics problems; we refer to Chapter 5 of Volume 2 for a more
general coverage. We follow the convention used in much of the hyperreduction liter-
ature and present formulations in algebraic form.

6.4.2.1 Minimum-residual collocation methods

Wefirst consider arguably the simplest hyperreductionmethod: theminimum-residual
method with a collocation-based approximation of the residual norm. To begin, we
assume that the FOM residual can be decomposed into elemental contributions;
the assumption holds for finite volume and finite element methods – the two most
commonly used discretizations in aerodynamics – as the FOM residual is assembled
element by element. We express this elemental decomposition of the residual as

rh(wh;μ) =
Ne

∑
κ=1

rh,κ(wh;μ) in ℝNh ,

whereNe ≡ |𝒯h| is the number of elements and rh,κ : ℝNh×𝒫 → ℝNh is the FOM residual
operator for the κ-th element. Note that rh,κ(wh;μ) ∈ ℝNh is mostly sparse, because a
given element contributes to a small number of residual degrees of freedom.

We now proceed with hyperreduction. We first choose a small subset of Ñe sam-
ple elements ̃𝒯h ⊂ 𝒯h so that N ≤ Ñe ≪ Ne; we denote the associated sample element
indices by T̃. (Quantities associated with hyperreduction bear ̃⋅ throughout this sec-
tion.) We then consider the following hyperreduced approximation of the minimum-
residual problem (6.18): Given μ ∈ 𝒫, find ũN (μ) ∈ ℝN such that

ũN (μ) = argmin
wN∈ℝN

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∑
κ∈ ̃𝒯h

rh,κ(wh;μ)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩2
. (6.19)

We observe that if Ñe = 𝒪(N) ≪ Nh, then we can solve this hyperreduced minimum-
residual problem in𝒪(N∙) operations.

We can also describe the hyperreduction procedure algebraically. To this end,
we first identify the set of Ñℐ̃ residual sample indices ̃ℐ ≡ { ̃i1, . . . , ̃iÑℐ̃

} associated
with the sample elements ̃𝒯h. For finite volume methods, Ñℐ̃ = NcÑe as the number
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of residual degrees of freedom associated with each element is equal to the num-
ber of components Nc in the PDE. We then introduce the associated sample matrix
P = (ei1 , . . . , eiÑℐ̃ ) ∈ ℝNh×Ñℐ̃ whose j-th column is the canonical unit vector eij ∈ ℝNh .
The minimum-residual collocation problem (6.19) is equivalent to

ũN (μ) = argmin
wN∈ℝN

󵄩󵄩󵄩󵄩P
Trh(wh;μ)

󵄩󵄩󵄩󵄩2.

Here, to achieve hyperreduction, we evaluate the operator (PTrh) : ℝNh ×𝒫 → ℝÑℐ̃ by
first checking which indices are requested by P and then computing the residual for
only those indices.

The key to a successful hyperreduction by the minimum-residual collocation for-
mulation lies in the selection of the sample elements ̃𝒯h, which is performed in the
offline stage. We here review a few approaches that have been applied to aerodynam-
ics problems.

Physics-informed selection. To our knowledge, LeGresley and Alonso [44] were the
first to consider hyperreduction for aerodynamics problems. In the work, hyperreduc-
tion is achieved by including only 20%–30% of the elements near the airfoil in ̃𝒯h.
This strategy was specialized for aerodynamic shape optimization, in which most of
the solution variations are in the vicinity of the airfoil. Vendl et al. [66] also consider a
physics-informed hyperreduction in the context of flight-parameter sweep; however,
as the parameter affects the boundary conditions, they also included elements on the
far-field boundary in ̃𝒯h.

Gappy POD on the state snapshots. To devise a more systematic approach to iden-
tify sample elements, Washabaugh et al. [69, 70] invoke gappy POD [29] on the solu-
tion snapshots S ≡ (uh(μ1), . . . ,uh(μNs )) ∈ ℝNh×Ns and set the sample indices ̃ℐ for
the minimum-residual collocation method equal to the gappy POD sample indices.
Specifically, themethod successively processes sets of snapshotsS ∈ ℝNh×Ns in smaller
batches Sk = (uh(μ1), . . . ,uh(μk)) ∈ ℝNh×k, k = 1, . . . ,Ns; assuming the sample indices
̃ℐ have been constructed for S̃k−1, the sample indices are updated for the batch S̃k as
follows:
1. Compute the gappy POD reconstruction of the snapshots:

S̃k = ZN (PTZN )†PTS ∈ ℝNh×Ns . Here, (⋅)† denotes the pseudo-inverse.
2. Set i⋆ = argmaxi∈[1,Nh]maxj∈[1,Ns] |Sk − S̃k |ij.
3. Add the sample index: ̃ℐ = ̃ℐ ∪ i⋆; update the sample matrix P accordingly.

This approach assumes that the sample indices with which the state can be approxi-
matedworkwell also for the residual; this assumption allows themethod toworkwith
the state and not the residual, which significantly reduces the offline cost relative to
Gauss–Newtonapproximate tensor (GNAT) andempirical quadratureprocedure (EQP)
methods discussed in Sections 6.4.2.2 and 6.4.2.3, respectively. The method has been
applied to full aircraft configuration under shape deformations [69] as discussed fur-
ther in Section 6.4.5.
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6.4.2.2 Gauss–Newton approximate tensor method

The GNAT method [21, 22] approximates the minimum-residual problem (6.18) for
Wh = I, uN (μ) = arg infwN∈ℝN ‖rh(ZNwN ;μ)‖2, using a gappy POD approximation [29]
of the residual and Jacobian and then solves the problem using the Gauss–Newton
method. (Although the original work [21, 22] considers unsteady problems, for no-
tational simplicity we here consider a steady problem.) The solution of (6.18) by the
Gauss–Newton method requires successive solution of the linear least-squares prob-
lem: Find the update δwN ∈ ℝ

N such that

δwN = argmin
vn∈ℝN
󵄩󵄩󵄩󵄩Jh(ZNvN )ZNvN + rh(ZNwN )

󵄩󵄩󵄩󵄩2. (6.20)

The solution is then updated according to wN ← wN + αδwN , where the step length
α ∈ (0, 1] is deduced by line search. The cost to solve this least-squares problem is
𝒪(Nh) as it requires the FOM residual and Jacobian.

To approximately solve (6.20) in 𝒪(N) operations, the GNAT method prepares
three ingredients for a gappyPODapproximation of the residual rh : ℝNh×𝒫 → ℝNh : (i)
a reduced basis for the residual Zr ∈ ℝNh×Nr , (ii) a set of sample indices ℐ = {i1, . . . , iÑℐ̃

}

for Ñℐ̃ ≥ Nr, and (iii) the associated sample matrix P = (ei1 , . . . , eiÑℐ̃ ) ∈ ℝNh×Ñℐ̃ whose
j-column is the canonical unit vector eij ∈ ℝNh . The residual is then approximated by
regression: ̃rh(ZNwN ) = argminv∈vr ‖P

T (rh(ZNwN ) − Zrv)‖2. The Jacobian is similarly
approximated using a reduced basis for the Jacobian ZJ ∈ ℝNh×NJ and the same sam-
ple matrix PT by regression: ̃Jh(ZNwN )ZN ,j = argminv∈vr ‖P

T (Jh(ZNwN )ZN ,j − ZJv)‖2,
j = 1, . . . ,N . The GNAT method solves this gappy POD-approximated minimum-
residual problem using a gappy POD-approximated Gauss–Newton method.

Carlberg et al. [21, 22] introduce four variants of the GNAT method, named proce-
dure 0–3. We here consider only procedure 1, which has been shown to exhibit good
accuracy and robustness for unsteady aerodynamics problems. We outline the offline
and online stages of the GNAT method.

Offline stage. In the offline stage, we construct all ingredients of GNAT: ZN ∈
ℝNh×Nr , Zr = ZJ ∈ ℝNh×Nr , and P ∈ ℝNh×Ñℐ̃ .
1. Choose a snapshot parameter set Ξt = {μi}

Nt
i=1 ⊂ 𝒫.

2. Solve the FOM (6.4) for each μ ∈ Ξt to obtain {uh(μ)}μ∈Ξt . Apply POD to the snap-
shots to obtain a state reduced basis ZN ∈ ℝNh×N .

3. Solve the nonhyperreduced ROM (6.17) for each μ ∈ Ξt. Collect residual snapshots
{rh(ZNuN (μ);μ)}μ∈Ξs . Apply POD to the set to obtain a residual reduced basis Zr ∈
ℝNh×Nr for Nr ≥ N . Set ZJ = Zr .

4. Apply the gappy POD procedure described in Section 6.4.2.1 (for the state snap-
shots) to the residual snapshots to determine the sample index ̃ℐ with Ñℐ̃ ≥ Nr

and the associated sample matrix P ∈ ℝNh×Ñℐ̃ .
5. Precompute A ≡ (PTZJ)† ∈ ℝNJ×Nℐ̃ and B ≡ (ZJ)TZr(PTZr)† ∈ ℝNJ×Nℐ̃ .
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Online stage. In the online stage, given μ ∈ 𝒫, we seek uN (μ) such that

uN (μ) = argmin
wN∈ℝN

󵄩󵄩󵄩󵄩Z
r(PTZr)†PTrh(ZNwN ;μ)

󵄩󵄩󵄩󵄩2.

This problem is solved using the Gauss–Newton method as follows:
1. Form C(wN ) = PT Jh(ZNwN )ZN and D(wN ) = PTrh(ZNw).
2. Solve the linear least-squares problem: Find δwN ∈ ℝ

N such that

δwN = argmin
v∈ℝN
󵄩󵄩󵄩󵄩AC(wN )v + BD(wN )

󵄩󵄩󵄩󵄩2.

3. UpdatewN ← wN + αδwN , where α is determined from line search.
4. If converged, terminate; otherwise return to 1.

The online computational cost is 𝒪(N∙) and is independent of the FOM. To evaluate
the output, the GNAT method does not explicitly hyperreduce the output functional
qh : ℝNh ×𝒫 → ℝ, but simply leverages the fact that output functionals for most aero-
dynamics problems require evaluation on a small subset of elements, e. g., elements
on aerodynamics surfaces. Hence, output evaluation constitutes a small fraction of
the overall cost.

The GNAT method has been applied to large-scale simulation of (nonparameter-
ized) unsteady turbulent flow over the Amhed body [21, 22] as discussed further in
Section 6.4.5. We also refer to [20] for a detailed analysis of the method.

6.4.2.3 Galerkin method with empirical quadrature procedure

One of the limitations of the hyperreduction methods discussed in the previous two
sections is that they do not provide a quantitative control of the solution and/or out-
put error due to hyperreduction. One approachwhich provides such quantitative error
control is the EQP [77, 75, 76]. To describe the method, we first introduce the hyperre-
duced residual ̃rN : ℝN × 𝒫 → ℝN and output functional q̃N : ℝN × 𝒫 → ℝ of the
form

̃rN (wN ;μ) ≡
Ne

∑
κ=1

ρrκrN ,κ(wN ;μ) ≡
Ne

∑
κ=1

ρrκZ
T
Nrh,κ(ZNwN ;μ), (6.21)

q̃N (wN ;μ) ≡
Ne

∑
κ=1

ρqκqN ,κ(wN ;μ) ≡
Ne

∑
κ=1

ρqκqh,κ(ZNwN ;μ); (6.22)

here ρr ∈ ℝNe and ρq ∈ ℝNe are the EQP weights that are sparse (i. e., most entries are
zero) so that the summands need to be evaluated for a small subset of elements. The
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associated hyperreduced problem is as follows: Given μ ∈ 𝒫, find ũN (t;μ) ∈ ℝN , t ∈ ℐ,
such that

MN
dũN (t;μ)

dt
+ ̃rN(ũN ,M(t;μ);μ) = 0 in ℝN ,

for ũN (t = 0;μ) = u0N (μ), and evaluate the output ̃sN (t;μ) = q̃N (ũN (t;μ);μ). We wish
to find EQP weights ρr ∈ ℝNe and ρq ∈ ℝNe so that (i) |sN (t;μ) − ̃sN (t;μ)| ≤ δ for a
user-prescribed tolerance δ ∈ ℝ>0 and (ii) nnz(ρr) = 𝒪(N) and nnz(ρq) = 𝒪(N). The
two conditions ensure the accuracy and online efficiency, respectively, of the hyperre-
duced ROM.

The EQP weights are computed in the offline stage by solving linear programs
(LPs). We first introduce a parameter training set Ξt ≡ {μ̂

j}Nt
j=1 and the associated train-

ing statesUt = {ûN (μ)}μ∈Ξt . The training states can be the nonhyperreduced ROM solu-
tion as it is done for GNAT; however, when used in conjunction with the greedy algo-
rithm, Ut can be the hyperreduced ROM solution in a given iteration [75]. The general
form of the linear program, denoted LP∙, where ∙ is the placeholder for the residual “r”
or output function “q,” is as follows: Find the basic feasible solution ρ∙,⋆ ∈ ℝNe such
that

ρ∙,⋆ = argmin
ρ∙∈ℝNe

Ne

∑
κ=1

ρ∙κ ,

subject to nonnegativity constraints

ρ∙κ ≥ 0, κ = 1, . . . ,Ne,

and manifold-accuracy and constant-integration constraints

(

a∙1(μ
1) ⋅ ⋅ ⋅ a∙Ne

(μ1)
...

. . .
...

a∙1(μ
Nt ) ⋅ ⋅ ⋅ a∙Ne

(μNt )

|κ1| ⋅ ⋅ ⋅ |κNe
|

)(

ρ∙1
...
ρ∙Ne

) ≶(

b∙(μ1)
...

b∙(μNt )

|Ω|

) ±(

δ∙
...
δ∙

δΩ

) , (6.23)

where aκ(μ) ∈ ℝN
∙
c , κ = 1, . . . ,Ne, is a set of vectors that depends on the specific man-

ifold accuracy constraint to be described shortly, N∙c is the number of constraints per
training parameter, b∙(μ) ≡ ∑Ne

κ=1 a
∙
κ(μ) ∈ ℝ

N∙c , δ∙ ∈ ℝN
∙
c is the manifold-accuracy tol-

erance, |κ| ≡ ∫κ dx, and |Ω| ≡ ∫Ω dx. The LP can be solved using a simplex method.
We now introduce specific manifold accuracy constraints for the residual (6.21) and
output functional (6.22).

Residual EQP. The residual EQP weights ρr ∈ ℝNe are found by solving LPr(Ξt ,
Ut , δr). As our goal is to control the output error, we introduce a reduced basis approx-
imation of the dual problem: Given μ ∈ 𝒫 and the linearization state uN (μ) ∈ ℝN , find
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the dual solution zN (μ) ∈ ℝN such that

JN(ûN (μ);μ)
TzN (μ) = gN(ûN (μ);μ) in ℝN .

As discussed in the context of balanced POD in Section 6.3.2.4, the dual solution re-
lates the residual to the output error. The manifold-accuracy constraint (6.23) for the
residual imposes N r

c = N constraints per training parameter given by

arκ(μ) ≡
󵄨󵄨󵄨󵄨zN (μ)
󵄨󵄨󵄨󵄨 ∘
󵄨󵄨󵄨󵄨rN ,κ(û(μ);μ)

󵄨󵄨󵄨󵄨 in ℝN ,

and δr = δr
2 1N , where 1N ∈ ℝ

N is the vector of all ones and ∘ is the Hadamard (i. e.,
entrywise) product. Overall, LPr has Ne unknowns, Ne nonnegativity constraints, and
2(NtN + 1) inequality constraints (where the leading factor of two accounts for the
upper and lower bounds in (6.23)).

Output functional EQP. The output EQP weights ρq ∈ ℝNe are similarly found by
solving LPq(Ξt ,Ut , δq). The manifold-accuracy constraint (6.23) for the output func-
tional imposes Nq

c = 1 constraint per training parameter given by

aqκ(μ) ≡ qκ(ũN (μ);μ) in ℝ.

Overall, LPq has Ne unknowns, Ne nonnegativity constraints, and 2(Nt + 1) inequality
constraints; the LP for the output functional ismuch smaller than that for the residual.

Output a posteriori error estimate. The EQP method also provides an a posteriori
error estimate for the output error. The error estimate is based on the dual-weighted
residual method [14]. To this end, we first introduce a separate reduced basis for the
dual problem ZduN ∈ ℝ

Nh×N , which is different from the primal reduced basis ZN ∈
ℝNh×N . We then introduce an EQP approximation of the residual, Jacobian, and output
gradient evaluated with respect to the dual reduced basis ZduN : ̃rduN : ℝ

N × 𝒫 → ℝN ,
̃JduN : ℝ

N ×𝒟 → ℝN×N and g̃duN : ℝ
N ×𝒟 → ℝN such that

̃rduN (w;μ) ≡
Ne

∑
κ=1

ρηκr
du
N ,κ(ZNwN ;μ) ≡

Ne

∑
κ=1

ρηκZ
du
N

Trh,κ(ZNwN ;μ),

̃JduN (w;μ) ≡
Ne

∑
κ=1

ρηκJ
du
N ,κ(ZNwN ;μ) ≡

Ne

∑
κ=1

ρηκZ
du
N

T Jh,κ(ZNwN ;μ)Z
du
N ,

g̃duN (w;μ) ≡
Ne

∑
κ=1

ρηκgN ,κ(ZNwN ;μ) ≡
Ne

∑
κ=1

ρηκZ
du
N

Tgh,κ(ZNwN ;μ),

for some EQP weights ρη ∈ ℝNe computed in the offline stage. The EQP dual problem
is as follows: Given μ ∈ 𝒟 and ũN (μ) ∈ ℝN , find z̃duN (μ) ∈ ℝ

N such that

̃JduN (ũN (μ);μ)
T z̃duN (μ) = g̃

du
N (ũN (μ);μ) in ℝN .
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The output error estimate is given by

η̃rbN (μ) ≡
󵄨󵄨󵄨󵄨z̃
du
N (μ)

T ̃rduN (ũN (μ);μ)
󵄨󵄨󵄨󵄨.

Assuming nnz(ρη) = 𝒪(N), this error estimate is computable in𝒪(N) operations.
The output error estimate EQP weights ρη ∈ ℝNe is given by a linear program

LPη(Ξt,Ut, δη). The manifold-accuracy constraint (6.23) for the output error estimate
imposes Nη

c = 3N constraints per training parameter given by

aηN ,κ(μ) ≡(
max{|zduN (μ)|, z

du
min} ∘ |r

du
N ,κ(μ)|

max{|rduN (μ)|, r
du
min} ∘ |J

du
N (μ)
−T JduN ,κ(μ)

TzduN (μ)|
max{|rduN (μ)|, r

du
min} ∘ |J

du
N (μ)
−TgduN ,κ(μ)|

) in ℝ3N ;

here zdumin ≡ (υδ
η/N)1/2/2 and rmin ≡ (δ

η/(υN))1/2/4 for υ ≡ ‖zduN (μ)‖2/‖r
du
N (μ)‖2, the

maximum operator is taken entrywise, and all entities with the argument μ are eval-
uated about the state ũ(μ̃) and the parameter μ; e. g., rduN ,κ(μ) ≡ r

du
N ,κ(ũN (μ);μ). Overall,

LPη has Ne unknowns, Ne nonnegativity constraints, and 2(3NtN + 1) inequality con-
straints.

The EQPmethod has been applied to two- and three-dimensional turbulent aero-
dynamic flows in the context of flight-parameter sweep [75, 76]. The rapidly com-
putable output error estimate enables the construction of a reducedmodel that meets
the user-prescribed error tolerance in an automated manner in the offline stage and
provides reliable predictions in the online stage.

6.4.2.4 Choice of a hyperreduction procedure

Wemakea few remarks about the choice of ahyperreductionmethod for aerodynamics
problems. One of the challenges in hyperreduction for aerodynamics is that the FOM is
typically very large,withmillions of degrees of freedom, and hence the offline training
cost cannot be neglected in a practical engineering setting. This is unlike some clas-
sical model reduction scenarios, where the offline cost is often neglected. The other
challenge is the stability; the hyperreduced systemmust provide time stability for un-
steady simulations to produce meaningful results and for steady simulations to find
solutions using the PTC procedure. There exist many examples in the literature where
ahyperreductionmethod thatworkswell for other nonlinear problemshasbeen found
to be insufficient for aerodynamics problems.

For instance, the missing point estimate [8] chooses the sample indices ̃ℐ such
that the associated sample matrix P minimizes the condition number of ZTNPP

TZN ;
however, the method was deemed too expensive for steady aerodynamics problems
in [66]. The empirical interpolation method [10, 31] and its discrete counterpart [23],
whichare arguably themost commonhyperreductionmethods, to our knowledgehave



230 | M. Yano

seen limited use in aerodynamics; in fact, Carlberg et al. [22, 20] report temporal insta-
bility for turbulent unsteady flows. Similarly, the GNATmethod, which has been used
successfully for nonparameterized unsteady problems, was deemed too expensive for
parameterized steady aerodynamics problems in Washabaugh [70]; we also refer to
the work for detailed discussion of the choice of a hyperreduction method.

6.4.3 Construction of reduced basis

Techniques to find an appropriate reduced basis for nonlinear aerodynamics prob-
lems are largely the same as those for linearized aerodynamics problems discussed
in Sections 6.3.2 and 6.3.3. By far the most popular method to generate reduced bases
for nonlinear aerodynamics problems is POD [43, 44, 45, 69, 80, 79, 66, 21, 22]. For
unsteady problems, the snapshots are collected for K time steps to yield S = {ukh ≈
uh(tk)}Kk=1; for parameterized problems, the snapshots are collected for Nt training pa-
rameters Ξt ≡ {μi}

Nt
i=1 to yield S = {uh(μ)}μ∈Ξt . Given the snapshot matrix S, the POD

procedure to identify ZN ∈ ℝNh×N is described in the context of linearized problems
in Section 6.3.2.2. For the EQP method which provides an online efficient a posteriori
error estimate, it is also possible to identify the reduced basis using the weak greedy
algorithm discussed in Section 6.3.3.2 [75, 76]. We note that while the “standard” POD
readily extends to nonlinear problems, some of its variants which rely on the linearity
of the PDE, such as frequency-domain POD or balanced POD, do not.

6.4.4 Treatment of moving discontinuities

One of the challenges in model reduction of transonic aerodynamics problems is
the treatment of shocks. The fundamental challenge is that if uh(t;μ) contains a
discontinuity whose location depends on t ∈ ℐ or μ ∈ 𝒫, then the Kolmogorov
N-width of {uh(t;μ)}t∈ℐ,μ∈𝒫 is large and the solution manifold is not amenable to
a low-dimensional approximate of the form uN (μ) = ζ jujN (μ). We provide a brief
overview of methods developed to address the challenge. We restrict our coverage
to methods tested for multidimensional aerodynamics problems, and refer to the
references in [53] and a review paper [54] for a more general coverage.

Domain decomposition. One way to address the problem is to forgo the reduction
of the state over the entire domain and to only reduce solution over a portion of the
domain, as proposed for transonic Euler flows by LeGresley and Alonso [45]. Namely,
we first decompose the domain into two regions: (i) region Ωrom ⊂ Ω over which the
solution varies smoothly and hence {uh(μ) |Ωrom

}μ∈𝒫 is amenable to model reduction,
and (ii) region Ωfom ≡ Ω \ Ωrom which contains moving discontinuities and hence is
not amenable to model reduction. We then approximate the solution uh(μ)|Ωrom

using
a reduced basis {ζ j |Ωrom

}Nj=1 and uh(μ)|Ωfom
using the native basis of the FOM.
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Nonlinear model reduction. Another approach to address moving discontinuities
is to consider nonlinear model reduction. Here, nonlinear model reduction refers to
approaches that approximate the solution in not a linear space VN but in a nonlinear
space. (Nonlinear model reduction should not be confused with linear model reduc-
tion of nonlinear PDEs, which has been considered so far in this section.) Nonlinear
model reduction approaches considered by both Cagniart et al. [19] and Nair and Bal-
ajewicz [53] are based on the following observation: If the snapshots can be trans-
lated in space such that the shocks are aligned, then the snapshots can be effectively
compressed using a linear model reduction technique (e. g., POD). Specifically, the
approach approximates the solution uh(⋅;μ) ∈ Vh by

uN (x;μ) = ζ
j(x;μ)ujN (μ)

for some uN (μ) ∈ ℝN and a parameter-dependent basis

ζ j(x;μ) = uh(yj(x,μ);μ), j = 1, . . . ,N ,

where yj : Ω × 𝒫 → ℝd, j = 1, . . . ,N, are parameter-dependent translation functions.
The translation functions {yj} are trained in the offline stage such that the shock lo-
cations for the translated basis ζ j(⋅;μ) = uh(yj(⋅,μ)) are (approximately) aligned with
the shock in uh(⋅;μ). Nonlinear approximation of shocks is a relatively new develop-
ment in the field of model reduction, and hence we refer to [19, 53, 54] and references
therein for specific implementations. The nonlinear model reduction approach has
been applied to transonic Euler over an airfoil [19] and supersonic forward step [53].

6.4.5 Large-scale applications

We conclude this section with a few examples of model reduction applied to large-,
industry-scale nonlinear aerodynamics problems.
– Unsteady turbulent flow past Amhed body [22]. In this work Carlberg et al. con-

sider model reduction of nonparameterized turbulent flow over the Ahmed body
modeled by detached eddy simulation. The FOM consists of Nh ≈ 1.7 × 107 spatial
degrees of freedom. The FOM is hyperreduced using the GNATmethod; the result-
ing ROM uses a reduced basis of the size N = 283 for the state, a reduced basis of
the sizeNR = NJ = 1,514 for the residual and Jacobian, and Ñe = 378 sample nodes.
The ROM reproduces the unsteady drag time history with less than 1% discrep-
ancy. The FOM requires 13 hours using 512 cores, whereas the ROM requires 3.9
hours using 4 cores; the ROM reduces the computational cost by a factor of 438.

– Parametric shape deformation of the NASA Common Research Model [69]. In this
work Washabaugh et al. consider model reduction of steady RANS-SA flow over
the NASA Common Research Model under parametric shape deformation. The
FOM consists of Nh ≈ 6.8 × 107 degrees of freedom and is parameterized by four
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shape parameters: wingspan, washout, streamwise wingtip rake, and vertical
wingtip rake. The ROM based on the minimum-residual formulation with the
gappy POD collocation hyperreduction uses N = 23 modes and Ñe = 5000 sample
nodes. The ROM achieves less than 0.3% error in drag for test parameters consid-
ered. A single simulation of the FOM requires 2 hours using 1024 cores, whereas
the ROM requires 2.8 minutes on a laptop.

6.5 Summary and conclusions

In this chapter, we surveyed model reduction techniques for linearized and nonlin-
ear aerodynamics problems that have been developed in the past two decades. We
discussed essential ingredients of model reduction, with an emphasis on techniques
that are designed to address challenges in aerodynamics, including convection dom-
inance, nonlinearity, limited stability, limited regularity, and a wide range of scales.
We also reviewed successful applications of model reduction to large-scale industry-
relevant aerodynamics problems to date. There still exist many open challenges to
model reduction of complex aerodynamics problems. Their industrial relevance and
challenging nature make them arguably an ideal testbed to develop and assess the
next generation of model reduction algorithms.
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Bülent Karasözen
7 Model order reduction in neuroscience
Abstract: The human brain contains approximately 109 neurons, each with approxi-
mately 103 connections, synapses, with other neurons. Most sensory, cognitive, and
motor functions of our brains depend on the interaction of a large population of neu-
rons. In recent years, many technologies have been developed for recording large
numbers of neurons either sequentially or simultaneously. Increases in computa-
tional power and algorithmic developments have enabled advanced analyses of the
neuronal population parallel to the rapid growth of quantity and complexity of the
recorded neuronal activity. Recent studies made use of dimensionality and model
order reduction techniques to extract coherent features which are not apparent at the
level of individual neurons. It has been observed that the neuronal activity evolves
on low-dimensional subspaces. The aim of model reduction of large-scale neuronal
networks is the accurate and fast prediction of patterns and their propagation in dif-
ferent areas of the brain. Spatiotemporal features of brain activity are identified on
low-dimensional subspaces with methods such as dynamic mode decomposition,
proper orthogonal decomposition, the discrete empirical interpolation method, and
combined parameter and state reduction. In this chapter, we give an overview of the
currently used dimensionality reduction and model order reduction techniques in
neuroscience.

Keywords: neuroscience, dimensionality reduction, proper orthogonal decomposi-
tion, discrete empirical interpolation, dynamic mode decomposition, state and pa-
rameter estimation

MSC 2010: 93A15, 92C55, 37M10, 37M99, 37N40, 65R32

7.1 Introduction

Due to the advances in recording and imaging technologies, the number of recorded
signals from brain cells increased significantly in the last few years. The recorded
spatio-temporal neural activity gives rise to networks with complex dynamics. In neu-
roscience, molecular and cellular level details are incorporated in large-scale models
of thebrain inorder to reproducephenomena suchas learningandbehavior. The rapid
growth of simultaneous neuronal recordings in scale and resolution brings challenges
with the analysis of the neuronal population activity. New computational approaches
have to be developed to analyze, visualize, and understand large-scale recordings of
neural activity. While algorithmic developments and the availability of significantly
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more computing power have enabled analysis of larger neuronal networks, these ad-
vances cannot keep pace with the increasing size and complexity of recorded activity.
The activity of complex networks of neurons can often be described by relatively few
distinct patterns. Model order reduction techniques enable us to identify the coherent
spatio-temporal patterns.

The presence or absence of a neural mechanism can be analyzed for neuronal
populations. Dimensionality reduction methods [6] are data-driven statistical tech-
niques for forming and evaluating hypotheses about population activity structure,
which are summarized in Section 7.2. One of the goals of neuroscience is the fast and
accurate prediction of the potential propagation in neurons. The differential equa-
tions describing the propagation of potential in neurons have been developed and
are described by Hodgkin and Huxley equations [12]. They consist of a coupled sys-
tem of ordinary and partial differential equations (ODEs and PDEs). The dimension
of the associated discretized systems is very large for accurately simulating neurons
with realistic morphological structure and synaptic inputs. In Section 7.3 we present
two model order reduction approaches based on proper orthogonal decomposition
(POD) and the discrete empirical interpolation method (DEIM) [5], which can predict
accurately the potential propagation in large-scale neuronal networks leading to im-
portant speedups [17, 16, 2]. Using the functional neuroimaging data from electroen-
cephalography (EEG) or functional magnetic resonance imaging (fMRI), different re-
gions of the brain can be inferred by dynamic causal modeling (DCM) [7]. Effective
connectivity is parameterized in terms of coupling among unobserved brain states
and neuronal activity in different regions. In Section 7.4 we describe a combined state
and parameter reduction for parameter estimation and identification [10] to extract
effective connectivity in neuronal networks frommeasured data, such as EEG or fMRI
data. In Section 7.5 the data-driven, equation-free model order reduction method dy-
namicmode decomposition (DMD) is described for identifying sleep spindle networks
[3]. Reduced-order models (ROMs) with POD and the DEIM and four variants of them
are presented for neuronal synaptic plasticity and neuronal spiking networks in Sec-
tion 7.6.

7.2 Dimensionality reduction methods

Coordination of responses across neurons exists only at the level of the population
and not at the level of single neurons. The presence or absence of a neural mecha-
nism can be analyzed for neuronal populations. Dimensionality reduction methods
are data-driven statistical techniques for forming and evaluating hypotheses about
population activity structure. They produce low-dimensional representations of high-
dimensional datawith the aim to extract coherent patternswhichpreserve orhighlight
some feature of interest in the data [6]. The recorded neurons of dimensionD are likely
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not independent of each other, because they belong to a commonnetwork of neuronal
populations. From the high-dimensional data of neuronal recordings, a smaller num-
ber of explanatory variables K (K < D) are extracted with the help of dimensional-
ity reduction methods. The explanatory variables are not directly observed; therefore
they are referred to as latent variables. The latent variables define a K-dimensional
space representing coherent patterns of the noisy neural activity of D neurons.

There exist several dimensionality reduction methods which differ in the statisti-
cal interpretationof thepreservedanddiscarded features of theneuronal populations.
We summarize the commonly used statistical methods of dimensionality reduction
methods in [6], where further references about the methods can be found.

Principal component and factor analysis. The most widely known technique to ex-
tract coherent patterns from high-dimensional data is modal decomposition. A par-
ticularly popular modal decomposition technique is principal component analysis
(PCA), which derives modes ordered by their ability to account for energy or variance
in the data. In particular, PCA is a static technique and does not model temporal dy-
namics of time-series data explicitly, so it often performs poorly in reproducing dy-
namic data, such as recordings of neural activity. The low-dimensional space identi-
fied by PCA captures variance of all types, including firing rate variability and spiking
variability, whereas factor analysis discards the independent variance for each neu-
ron. and preserves variance that is shared across neurons.

Time series methods. The temporal dynamics of the population activity can be
identified if the data come from a time series. The most commonly used time series
methods for dimensionality reduction neural recordings are hidden Markov models
(HMMs) [18], kernel smoothing followed by a static dimensionality reduction, Gaus-
sian process factor analysis [35], latent linear dynamical systems [4], and latent non-
linear dynamical systems [26]. They produce latent neural trajectories that capture the
shared variability across neurons. The HMM is applied when a jump between discrete
states of neurons exists, other methods identify smooth changes in firing rates over
time.

Methods with dependent variables. Onmany neuronal recordings the high-dimen-
sional firing rate space is associated with labels of one or more dependent variables,
like stimulus identity, decision identity, or a time index. The dimensionality reduction
aims in this case to project the data such that differences in these dependent variables
are preserved. Linear discriminant analysis can be used to find a low-dimensional pro-
jection in which the G groups to which the data points belong are well separated.

Nonlinear dimensionality reduction methods. All the previous methods assume a
linear relationship between the latent and observed variables. When the data lie on a
low-dimensional, nonlinearmanifold in the high-dimensional space, a linearmethod
may require more latent variables than the number of true dimensions of the data.
The most frequently used methods to identify nonlinear manifolds are Isomap79 [31]
and locally linear embedding [28]. Because the nonlinearmethods use local neighbor-
hoods to estimate the structure of the manifold, population responses may not evenly
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explore the high-dimensional space. Therefore theses methods should be used with
care.

7.3 Proper orthogonal decomposition and discrete
empirical interpolation for the Hodgkin–Huxley
model

One of the goals of neuroscience is the fast and accurate prediction of the potential
propagation in neurons. The differential equations describing propagation of poten-
tial in neurons are described by Hodgkin–Huxley (HH) cable equations [12]. They con-
sist of a coupled system of ODEs and PDEs. Accurate simulation of morphology, ki-
netics, and synaptic inputs of neurons requires solution of large systems of nonlin-
ear ODEs. The complexity of the models is determined by the synapse density and
the dentritic length. In simulations, for one synapse per micron on a cell with a den-
drite of 5mm, 5,000 compartments each with 10 variables are needed, which results
in 50,000 coupled nonlinear system of ODEs [17, 16]. To recover complex dynamics, ef-
ficient reduced-order neuronal methods are developed using POD and the DEIM from
the snapshots of the in space and time discretized coupled PDEs and ODEs [17, 16, 2].
In this section we describe two of them. They differ in the formulation of the HH cable
equation and of the equations for the gating variables.

7.3.1 Morphologically accurate reduced-order modeling

The neuronal full-ordermodels (FOMs) in [17, 16] consist ofD branched dendritic neu-
rons B = ∑Dd=1 Bd meeting at the soma, where the d-th neuron has Bd branches. It is
assumed that the branch b carries C distinct ionic currents with associated densities
and Gbc(x) and reversal potentials Ec, c = 1, . . . ,C. The kinetics of current c on branch
b are governed by the Fc gating variables, wbcf , f = 1, . . . , Fc. When subjected to in-
put at Sb synapses, the nonlinear HH cable equation for the transmembrane potential
vb(x, t) with the equation for the gating variables wbcf is given by (see [2], Figure 1,
model network with three cables)

abCm
𝜕vb
𝜕t
=

1
2Ri
𝜕
x
(a2b
𝜕vb
𝜕x
)

− ab
C
∑
c=1

Gbc(x)(vb − Ec)
Fc
∏
f=1

wqcf
bcf

1
2π

Sb
∑
s=1

gbs(t)δ(x − xbs)(vb − Ebs), (7.1)
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𝜕wbcf

𝜕t
=
wcf ,∞(vb) − wbcf

τcf (vb)
, 0 < x < lb, t > 0, (7.2)

where gbs(nS) is the time course, xbs is the spatial location, and Ebs is the reversal
potential of the s-th synapse on branch b. The variables and parameters in (7.1) are
described in [17, 16].

These branch potentials interact at J junction points, where junction J denotes the
soma. The D dendrites join at the soma. Continuity of the potential at the soma leads
to a common value at the current balance denoted by vσ(t). Then the networked form
of (7.1) becomes

abCm
𝜕vσ
𝜕t
=

π
AσRi

D
∑
d=1

𝜕
𝜕x
(a2bdJ (lbdJ )

𝜕vbJd (lbJd , t)

𝜕x
)

− ab
C
∑
c=1

Gσc(x)(vσ − Ec)
Fc
∏
f=1

wqcf
σcf (t)

1
Aσ

Sb
∑
s=1

gσs(t)(vσ(t) − Eσs), (7.3)

𝜕wσcf (t)
𝜕t
=
wcf ,∞(vσ(t)) − wσcf (t)

τcf (vσ)(t)
, 0 < x < lb, t > 0. (7.4)

When the cell is partitioned into N compartments, with C distinct ionic currents
per compartment and with F gating variables per current, the following nonlinear
ODEs are obtained:

v󸀠(t) = Hv(t) − (Φ(w(t))e).v(t) +Φ(w(t))Ei
+ G(t).(v(t) − Es), v(t) ∈ ℝN , (7.5)

w󸀠(t) = (A(v(t)) − w(t))./B(v(t)), w(t) ∈ ℝN×C×F , (7.6)

where H ∈ ℝN×N is the Hines matrix [11], e = [1 1 ⋅ ⋅ ⋅ 1]T ∈ ℝC and the “dot” operator,
a.b, denotes elementwise multiplication; Ei and Es are the vector of channel reversal
potentials and the vector of synaptic reversal potentials, respectively. Equation (7.5) is
discretized in time by the second-order discretized Euler scheme [11].

In [16] using the snapshots of v(t) and of the nonlinear term N(v(t),w(t)) ≡
(Φ(w(t))e).v(t) − Φ(w(t))Ei at times t1, t2, . . . , tn the POD and DEIM modes are con-
structed.

The reduced membrane potentials vr are constructed using the POD basis, and
the reduced gating variableswr are obtained after applying the DEIM to the nonlinear
terms. The ROM in [16] preserves the spatial precision of synaptic input and captures
accurately the subthreshold and spiking behaviors.

In [17] a linearized quasi-active reduced neuronal model is constructed using bal-
anced truncation andℋ2-approximation of transfer functions in time. ROMs preserve
the input-output relationship and reproduce only subthreshold dynamics.
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7.3.2 Energy-stable neuronal reduced-order modeling

In [1, 2] a different form of the HH cable equation and ODEs for gating variables is con-
sidered. The intracellular potential v(x, t) and three gating variables m(x, t), h(x, t),
and n(x, t) describe the activation and deactivation of the ion channels, of the sodium
channels, and of the potassium channels, respectively. A single cable in the computa-
tional domain (x, t) ∈ [0, L] × (0,T] describing the distribution of the potential u(x, t)
is given by [1, 2]

𝜕u
𝜕t
=

μ
a(x)
(a(x)2ux)x −

1
Cm

g(m, h, n)u + 1
Cm

f (m, h, n, x, t), (7.7)

where μ = 1
2CmRi
> 0, a(x) is the radius of the neurons, Cm is the specific membrane

capacitance, and Ri is the axial resistivity. The conductance g(x, t) is a polynomial of
the gating variables

g(x, t) = g1m
3h + g2n

4 + g3 > 0, (7.8)

with the source term

f (m, h, n, x, t) = g1E1m
2h + g2E2n

4 + g3E3 − i(x, t), (7.9)

where El, l = 1, 2, 3, are equilibrium potentials and i(x, t) is the input current at x,

i(x, t) =
Ns

∑
s=1

is(x, t), x ∈ [0, L]. (7.10)

The nonlinear ODEs for the gating variables are given by

𝜕m
𝜕t
= αm(v(x, t)(1 −m(x, t)) − βmv(x, t))m(x, t),

𝜕h
𝜕t
= αh(v(x, t))(1 − h(x, t)) − βhv(x, t))h(x, t), (7.11)

𝜕n
𝜕t
= αn(v(x, t))(1 − n(x, t)) − βnv(x, t))n(x, t).

Expressions for αm, αh, αn, βm, βh, βn and boundary conditions can be found in [2].
In [1, 2], amodel networkwith three cables connected to a soma is used. The equa-

tions governing the potential propagation in a network of Nc neuron cables-dendrites
and/or axons with the superscript (c), c = 1, . . .Nc, are given as

𝜕v(c)

𝜕t
=

μ
a(c)(x(c))

((a(c)(x(c))2)v(c)x )x −
1
Cm

g(m(c), h(c), n(c))u(c)

+
1
Cm

f (m(c), h(c), n(c), x(c), t), (7.12)
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𝜕m(c)

𝜕t
= αm(v

(c)(1 −m(c)) − βmv
(c))m(c),

𝜕h(c)

𝜕t
= αh(v

(c))(1 − h(c)) − βhv(c))h
(c), (7.13)

𝜕n(c)

𝜕t
= αn(v

(c)))(1 − n(c)) − βnv
(c))n(c),

for x(c) ∈ Ω(c) = [0, L(c)] together with the boundary conditions.
The semi-discrete forms of these equations are approximated using energy-stable

summation by parts [1, 2] for the model network. The reduced-order bases (ROBs) for
multiple cables of identical lengths are assembled into a network in block form. The
block structure of the ROB allows a flexible structure-preserving model reduction ap-
proach with an independent approximation in each cable and energy stability and
accuracy properties follow from this block structure. Computation of the time-varying
reduced variables in the gating equations at every time t is costly because they scale
with the dimension of the FOM. A nonnegative variant of the DEIM, nonnegative DEIM
(NNDEIM), is developed in [2] to preserve the structure and energy stability properties
of the equations.

The capability of the greedy-based approach to generate accurate predictions in
large-scale neuronal networks is demonstrated for systems with more than 15,000 de-
grees of freedom. The state variable ROB of dimension l = 15 with PODmodes and the
nonnegative ROBs of dimension p = 60 with NNDEIM modes are constructed using a
greedy approach to predict the potential variation at the soma. The speedup factor of
simulations is about 20, which is larger than that of Galerkin projection, which is only
1.3 without the NNDEIM.

7.4 Combined state and parameter reduction for
dynamic causal modeling

In neuroscience, different regions of the brain are inferred using neuroimaging data
from EEG or fMRI recordings using the method of DCM [7]. Effective connectivity is
parameterized in terms of coupling among unobserved brain states and neuronal ac-
tivity in different regions. In DCM the neuronal activity of the observed brain region is
represented as a single-input single-output (SISO) system

ẋ = Adyn(μ)x + Bdynu, (7.14)

with the parameterized connectivity Adyn(μ) and external input matrices Bdyn.
Linearization of the nonlinear DCM hemodynamic forward submodel (balloon

model) [7] transforms the neuronal activity to the measured blood oxygen level-
dependent (BOLD) response. Linearization around the equilibrium results in the
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following SISO system:

Bobs := (1 0 0 0)T , Cobs = (0 0 V0k1 V0k2), (7.15)
̇zi = Aobszi + Bobsxi, (7.16)
yi = Cobszi, (7.17)
z0 = (0 0 0 0)T , (7.18)

Aobs :=(

1
τs

1
τf

0 0
1 0 0 0
0 1

τ0E0
(1 − (1 − E0)(1 − ln(1 − E0)))

1
τ0

1−α
τ0α

0 1
τ0

0 1
τ0α

) . (7.19)

The fMRI measurements at the i-th brain region are reflected by the output vari-
ables yi. For the meaning of the variables and parameters in (7.15) and (7.19) we refer
to [10, 9]. The linearized forward submodels are embedded into the fMRI connectivity
model

((

(

ẋ
̇z1
̇z2
...

zNdyn

))

)

=((

(

Adyn(μ) 0 0 ⋅ ⋅ ⋅ 0
δ1,1 Aobs 0
δ2,1 0 Aobs
...

. . .
δ1,Ndyn

Aobs

))

)

((

(

x
z1
z2
...

zNdyn

))

)

+((

(

Bdyn
0
0
...
0

))

)

v, (7.20)

y =(0(
Cobs

. . .
Cobs

))((

(

x
z1
z2
...

zNdyn

))

)

, (7.21)

where δij ∈ ℝ4×Ndyn denotes the Kronecker matrix with nonzero elements located at
the (i, j)-th component.

The linearized state-space forward model (7.20) and (7.21) corresponds to a mult-
iple-input multiple-output (MIMO) system,

ẋ(t) = A(μ)x(t) + Bu(t), y(t) = Cx(t), (7.22)
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where x ∈ ℝN is the internal state, u ∈ ℝJ is the external input, y ∈ ℝO is the observed
output, and μ are the parameters describing different conditions.

For large numbers ofM := N2 parameters, the computational cost for inferring the
parameters and states is very high. In [10, 8] a combined state and parameter model
order reduction is developed for parameter estimation and identification to extract ef-
fective connectivity. The inversion procedure consists of two phases, the offline and
online phases. In the offline phase, the underlying parameterized model is reduced
jointly in states and parameters. In the online phase, the ROM’s parameters are es-
timated to fit the observed experimental data. Using state and parameter reduction,
the computational cost is reduced in the offline phase. The simultaneous reduction of
state and parameter space is based on Galerkin projections with the orthogonal ma-
trices for the state V ∈ ℝN×n and for the parameters P ∈ ℝM×m. The reduced model is
of lower order n ≪ N, m ≪ M than the original FOM. The reduced states xr(t) ∈ ℝn

and the reduced parameters μ ∈ ℝm are computed as

ẋr(t) = Ar(μr)xr(t) + Bru(t), yr(t) = Crx(t), (7.23)

with a reduced initial condition xr,0 = VTx0 and the reduced components

μr = P
Tμ ∈ ℝm,

Ar(μr) = V
TA(Pμr)V ∈ ℝ

n×n,

Br = V
TB ∈ ℝn×J ,

Cr = CV ∈ ℝ
O×m.

In the online phase, the optimization-based inverse problem is combinedwith the
reduction of state and parameter space. The inversion is based on a generalized data-
driven optimization approach to construct the ROMs in [23] and enhanced with the
Monte Carlomethod to speed up the computations. The state projectionV ∈ ℝN×n and
parameter projectionP ∈ ℝm×m are determined iteratively based on a greedy algorithm
by maximizing the error between the high-fidelity original and the low-dimensional
reduced model in the Bayesian setting.

Numerical experiments with the DCMmodel in [23] show the highly dimensional
neuronal network system is efficiently inverted due to the short offline durations. In
the offline phase, Monte Carlo-enhancedmethods require more than an order of mag-
nitude less offline time compared to the original and data misfit-enhanced methods.
In the online phase the ROMhas a speedup factor of about an order ofmagnitudemore
compared to the full-order inversion. The output error of the data misfit-enhanced
method is close to that of the full-order method. The output errors of Monte Carlo de-
crease with increasing numbers of simulation but do not reach the output error of the
full-order system. The source code is available in MATLAB [8].
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7.5 Dynamic mode decomposition
DMD is a data-driven, equation-free ROM technique [20]. It was initially developed
to reduce the high-dimensional dynamic data obtained from experiments and sim-
ulations in fluid mechanics into a small number of coupled spatio-temporal modes
[29, 30]. DMDwas applied to explore spatio-temporal patterns in large-scale neuronal
recordings in [3]. DMD can be interpreted as combination of discrete Fourier transform
(DFT) in time and PCA [14] in space. Both PCA and independent component analysis
[13] are static techniques, which perform poorly in reproducing dynamic data, such as
recordings of neural activity.

The data are taken from electrocorticography (ECoG) recordings. Voltages from
n channels of an electrode array were sampled every Δt. These measurements are ar-
ranged at snapshot k to the column vectors xk . Them snapshots in time construct data
matrices shifted in time with Δt,

X = [[
[

| | |
x1 x2 ⋅ ⋅ ⋅ xm−1
| | |

]]

]

, X󸀠 = [[
[

| | |
x2 x3 ⋅ ⋅ ⋅ xm
| | |

]]

]

. (7.24)

These matrices are assumed to be related linearly in time,

X󸀠 = AX. (7.25)

The DMD of the data matrix pair X and X󸀠 is given by the eigendecomposition of A
using the singular value decomposition of the data matrix X = UΣV∗ by computing
the pseudo-inverse A ≈ X󸀠X† ≡ X󸀠VΣ−1U∗. The spatio-temporal modes are computed
by the exact DMD algorithm [32].

BecauseDMDdoes not contain explicit spatial relationships betweenneighboring
measurements, traveling waves occurring in neuronal networks cannot be captured
well with a few coherent modes. DMD was also used as a windowed technique with a
temporal window size constrained by lower bound as for DFT. In contrast to the fluid
dynamics where n ≫ m, in neuroscience the electrode arrays have tens of channels
n in the recordings with m number of snapshots in the windows data per second, so
that n < m. The number of singular values v of X are less than n and m − 1, which
restricts the maximum number of DMD modes and eigenvalues to n. Because of this
the dynamics can be captured over m snapshots. The rank mismatch is resolved by
appending to the snapshot measurements with h − 1 time-shifted versions of the data
matrices. The augmented data matrix Xaug is given as
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Xaug =

[[[[[[[[[[[[[[[[[[

[

| | |
x1 x2 ⋅ ⋅ ⋅ xm−h
| | |
| | |
x2 x3 ⋅ ⋅ ⋅ xm−h−1
| | |

⋅ ⋅ ⋅
| | |
xh xh+1 ⋅ ⋅ ⋅ xm−1
| | |

]]]]]]]]]]]]]]]]]]

]

. (7.26)

The augmented matrices Xaug and X󸀠aug are Hankel matrices, which are constant
along the skew diagonal, as in the eigenvalue realization algorithm [15]. The number
of stacks h is chosen such that hn > 2m. A measure to determined the optimal number
of stacks h is the approximation error

E = ‖X − X̂‖F
‖X‖F
,

where ‖ ⋅ ‖F is the Frobenius norm. The approximation error E is decreasing with in-
creasing number of stacks h and reaches a plateau, so that the DMD accuracy does not
significantly increase.

DMD is applied in [3] as an automated approach to detect and analyze reliably spa-
tial localization and frequencies of sleep spindle networks from human ECoG record-
ings. A MATLAB implementation is available at github.com/bwbrunton/dmd-neuro/.

7.6 Reduced-order modeling of biophysical neuronal
networks

Recently ROMs for ODEs

ẋ(t) = A(t)x(t) + f (x(t)) + Bu(t) (7.27)

were constructed using POD and the DEIM to investigate input-output behavior of the
neuronal networks in the brain [22, 21], where x(t) are state and u(t) are input vari-
ables.

Themodel in [22] is based on the chemical reactions ofmolecules in synapses, that
are the intercellular information transfer points of neurons. The signaling pathways
in striatal synaptic plasticity are modeled in [19]. This model describes how certain
molecules, which are a prerequisite for learning in the brain, act in synapses. The
stoichiometric equations obey the law of mass action, which leads to a deterministic



248 | B. Karasözen

system of 44 ODEs of the form (7.27). The state x(t) of the control system (7.27) is a
collection of ions, molecules, and proteins that act in neuronal synapses. The linear
part of (7.27) is sparse, the nonlinearities are quadratic. The time-dependent stimulus
u(t) consists of molecules that are important for neuronal excitability and plasticity,
calcium and glutamate.

In [21], a nonlinear biophysical networkmodel is considered, describing synchro-
nized population bursting behavior of heterogeneous pyramidal neurons in the brain
[27]. Neurons communicate by changing their membrane voltage to create action po-
tentials (spikes), propagating from cell to cell. Spiking is the fundamental method of
sensory information processing in the brain, and synchronized spiking is an emergent
property of biological neuronal networks. The ODE system (7.27) in [21] consists of the
states x(t) as a collection of 50 neurons, each modeled with 10 ODEs, leading totally
to a system of ODEs of dimension 500. Each cell is modeled with HH equations, where
each cell has only two compartments (dendrites and soma) and these compartments
have different ion channels. The state variables x(t) include the voltages of somatic
and dendritic compartments, the dendritic calcium concentration, and synaptic and
ion channel gating variables, and the input u(t) is an injected current. Additionally,
the soma compartment voltages are coupled to dentritic compartments of randomly
chosen cells. This networking of the output of cells as input to other cells is key for
producing synchronized population behavior. The nonlinearities are HH type, i. e.,
exponential functions as well as cubic and quartic polynomials.

In [22], POD-DEIM was applied to a data-driven biological model of plasticity in
the brain (7.27). The ROMs with POD-DEIM reduce significantly the simulation time
and error between the originalmodel and reduced-order solutions can be tuned by ad-
justing thenumber of PODandDEIMbases independently.When theROMsare trained
in amatching time interval of 10,000 seconds, accurate results are obtained. However,
generalizing the reduced model to longer time intervals is challenging, which is char-
acteristic for all nonlinear models.

In [21], thenetworkmodel (7.27) is reducedwith localizedDEIM [24], discrete adap-
tive POD (DAPOD) [33, 34], and adaptive DEIM (ADEIM) [25]. DEIM and the variations
are usedhere in combinationwith POD. ROMs require large numbers of PODandDEIM
bases, to accurately simulate the input-output behavior in the ROMs. In this model,
every cell is heterogeneous in parameters and there are also jump/reset conditions,
which are factors that pose additional challenges to the ROMs. However, the ROMs in
[21] were able to replicate the emergent synchronized population activity in the origi-
nal networkmodel. DAPOD andADEIMperform best in preserving the spiking activity
of the original network model. ADEIM is too slow and does not allow low enough di-
mensions to offset the computational costs of online adaptivity. DAPOD is able to find
a lower-dimensional POD basis online than the other methods find offline, but the
runtime is close to that of the original model.
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8 Reduced-order modeling for applications
to the cardiovascular system

Abstract: The capability to provide fast and reliable numerical simulations is of
paramount importance when dealing with complex applications arising from medi-
cine. More than for other branches of engineering and applied sciences, performing
accurate computations in a short amount of time–minutes, rather thanhours, or even
days – is crucial when dealing with problems arising from life sciences, like, e. g., in
the simulation of the cardiovascular system. Moreover, many sources of variability
carried by subject-specific features have to be incorporated into the mathematical
models, to quantify their impact on the computed results. For these reasons, bringing
computational results into clinical practice represents a great challenge. Reduced-
order modeling techniques such as the reduced basis method represent a key tool
towards the possibility to address these challenges, thus making the numerical mod-
eling of the cardiovascular system a new, fascinating testbed for thesemethodologies.

Keywords: reduced basis method, proper orthogonal decomposition, hyperreduction
techniques, hemodynamics, cardiac electrophysiology
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8.1 Numerical simulations in clinical practice

The numerical modeling of the cardiovascular system is a research topic that has at-
tracted remarkable interest from the scientific computing community because of the
intrinsicmathematical and computational difficulty, and due to the increasing impact
of cardiovascular diseases worldwide. A wealth of models are nowadays available to
address both physiological and pathological instances, aiming at better understand-
ing the quantitative processes governing the blood circulation and opening new fron-

Acknowledgement: Weacknowledge theSwissNationalSupercomputingCenter for providing theCPU
resources under project ID s796.

Niccolò Dal Santo, Institute of Mathematics, École Polytechnique Fédérale de Lausanne (EPFL),
Station 8, 1015 Lausanne, Switzerland
Andrea Manzoni, Stefano Pagani,MOX – Department of Mathematics, Politecnico di Milano, P.za
Leonardo da Vinci 32, 20133 Milano, Italy
Alfio Quarteroni,MOX – Department of Mathematics, Politecnico di Milano, P.za Leonardo da Vinci
32, 20133 Milano, Italy; and Institute of Mathematics, École Polytechnique Fédérale de Lausanne
(EPFL), Station 8, 1015 Lausanne, Switzerland

Open Access. © 2021 Niccolò Dal Santo et al., published by De Gruyter. This work is licensed under
the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

https://doi.org/10.1515/9783110499001-008



252 | N. Dal Santo et al.

tiers in therapeutic planning and design of implantable devices (e. g., medical stents
and cardiac defibrillators). Numerical simulations provide useful insights into the be-
havior of quantities which cannot be measured directly, such as the wall shear stress
(WSS) over a portion of the lumen boundary or the transmembrane potential in the
myocardium. This is meant to enable quantitative analysis in several virtual scenarios
to support clinicians’ decisions and to enhance common diagnostic practices based
on medical imaging.

However, a number of difficulties (including, e. g., the lack of several physical pa-
rameters or the uncertainty affecting their values, as well as the presence of a wide
range of spatio-temporal scales) arises when solving problems occurring in the de-
scription of the cardiovascular system. Even more importantly, their numerical simu-
lation bymeans of high-fidelity approximation techniques, also called full-ordermod-
els (FOMs), such as the finite element (FE) method might be extremely demanding.
This is the case, for instance, of numerical simulations of cardiac electromechanics,
as well as the description of fluid dynamics of blood flowing through the heart cham-
bers (two ventricles and two atria). The numerical solution of these problems – ex-
pressed in the form of systems of partial differential equations (PDEs) – easily in-
volves up to O(106) degrees of freedom and several hours (or even days) of compu-
tational time, also on powerful parallel architectures. Consequently, high-fidelity ap-
proximation techniques become prohibitive when we expect them to deal quickly,
but accurately, with the repetitive solution of problems in view, e. g., of model per-
sonalization – that is, the adaptation of model inputs to subject-specific conditions.
For instance, when simulating the electric activity of the heart (Section 8.2.2) the in-
puts to be personalized may include the shape of the domain (e. g., the geometry of
atria and ventricles), physical parameters (e. g., electric conductivities or the orien-
tation of tissue fibers), and initial and boundary conditions. In this context, physical
indices and outputs of clinical interest can be directly approximated through the nu-
merical solution of nonlinear parameterized coupled systems of PDEs, such as the
bidomain or monodomain equations, equipped with a system of ordinary differen-
tial equations (ODEs) encoding suitable ionic models; see, e. g., [20, 51, 53]. Further-
more, very often input/output evaluations represent building blocks of more complex
problems, as data assimilation, parameter estimation, and uncertainty quantification
problems.

To reduce the computational complexity of the FOM in all these contexts, reduced-
order models (ROMs) such as the reduced basis (RB) method for parameterized PDEs
represent efficient techniques for the approximation of the parameterized PDE solu-
tion. Although severalworks have focused onproblems related to bothhemodynamics
[5, 6, 43] and the simulation of cardiac function [12, 11, 21, 27, 41, 47], applying state-
of-the-art ROMs is not straightforward for cardiac problems because of (i) nonlinear
behavior (like sharp moving fronts in the case of cardiac electrophysiology) and (ii)
parameterization of complex geometries. For these reasons, suitable strategies must
be devised to build low-dimensional RB spaces able to capture the manifold of the
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problem solutions when varying the parameters, by keeping the cost of the ROM con-
struction sufficiently low. Local (or nonlinear) techniques to build RB spaces and effi-
cient, purely algebraic hyperreduction strategies can help.

In this chapter we review the current state-of-the-art construction of efficient and
accurate RBmethods for the solution of parameterized problems dealing with (i) arte-
rial fluid dynamics and (ii) the electric activity of the heart. Throughout the chapter,
μ ∈ 𝒫 denotes a parameter vector entering in the definition of the PDE model, whose
components might represent physical and/or geometrical features of interest; 𝒫 ⊂ ℝp

denotes the parameter space.
The structure of this chapter is as follows. In Section 8.2 some insights on the two

problems we focus on – namely, arterial blood flow and cardiac electrophysiology –
are provided. In Section 8.3 we sketch the main difficulties arising when dealing with
the construction of ROMs for these two problems, addressing some possible strategies
to enhance computational efficiency and numerical accuracy of ROMs. Numerical re-
sults related to arterial blood flow and cardiac electrophysiology are presented in Sec-
tions 8.4 and 8.5, respectively. Finally, open critical issues and future perspectives are
briefly outlined in Section 8.6. For the sake of space, we do not report the full descrip-
tion of the FOMs and the ROMs involved in the solution of the proposed problems; the
interested reader can find further details in [25, 47].

8.2 Two relevant cardiovascular applications

8.2.1 Arterial blood flow

The cardiovascular system is a closed circuit that carries oxygenated blood to all the
tissues and organs of the body. The systemic circulation is made up of the arteries,
carrying oxygenated blood ejected by the left heart to the living tissues, and the veins,
allowing nonoxygenated blood to return to the right heart. In large arteries, blood be-
haves like aNewtonianfluid,modeledbyunsteadyNavier–Stokes equations,withpul-
satile input. The different velocity of blood flow in the arteries of the systemic circu-
lation results in different values of the Reynolds number Re = ρDU/μ (where D and U
are characteristic vessel dimension and blood velocity, respectively), a dimensionless
quantity which highlights the importance of the inertial terms over the viscous ones.
Here we assume to deal with laminar flows. Indeed, blood experiences a wide range
of Reynolds numbers; moreover, the pulsatile nature of blood flow does not allow the
onset of fully turbulent flow in healthy conditions. This is not necessarily the case for
some pathological conditions, such as (severe) carotid stenosis, yielding a narrowing
of the vessel lumen and increased complexity of the geometry together with higher
Reynolds numbers [38]. Occlusions (or stenoses) at the carotid bifurcation are caused
by the accumulation of fatty material in the internal layer of the vessel wall, progres-
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sively leading to plaque formation and atherosclerosis. The main complications are
partial occlusion of the lumen with possible generation of cerebral ischemia, or even
total occlusion, resulting in cerebral infarction. The role of blood fluid dynamics has
been recognized as crucial for the development of such a disease [67, 39, 63]. In par-
ticular, WSSs, that is, the viscous/friction forces exerted by the blood on the vessel
wall, despite being 100 times smaller in magnitude than pressure, play an important
role in atherosclerosis. For the case at hand, we will consider less severe occlusions
occurring at the carotid bifurcation, thus justifying the assumption of laminar flow.

In particular, we are interested to characterize blood flow patterns in different
geometrical configurations obtained by increasing the degree of stenosis of a subject-
specific carotid bifurcation geometry, for a wide range of flow conditions. Hence, both
geometrical and physical parameters are considered: The former are related with the
computational domain, the latter with the problem’s data (affecting the Reynolds
number). Given an open bounded and μ-dependent domain Ω(μ) ⊂ ℝd, d = 2, 3,
such that 𝜕Ω(μ) = Γout(μ) ∪ Γin(μ) ∪ Γw(μ) and Γ̊out(μ) ∩ Γ̊in(μ) = Γ̊w(μ) ∩ Γ̊in(μ) =
Γ̊out(μ) ∩ Γ̊w(μ) = 0, and a final time T > 0, unsteady Navier–Stokes equations for
Newtonian, incompressible fluids read as follows: For each t ∈ (0,T),

{{{{{{{{{{{{{
{{{{{{{{{{{{{
{

𝜕u⃗(μ)
𝜕t
+ u⃗(μ) ⋅ ∇u⃗(μ) − ∇ ⋅ σ(u⃗(μ), p(μ)) + ∇p(μ) = 0⃗ in Ω(μ),

∇ ⋅ u⃗(μ) = 0 in Ω(μ),
u⃗(μ) = 0⃗ on Γw(μ),
u⃗(μ) = g⃗NS(μ) on Γin(μ),
σ(u⃗(μ), p(μ))n⃗(μ) = 0⃗ on Γout(μ),
u⃗(μ) = u⃗0 in Ω(μ), at t = 0.

(8.1)

Here u⃗(μ) and p(μ) are the velocity and the pressure of the fluid; σ(u⃗(μ), p(μ)) =
−p(μ)I + 2νε(u⃗(μ)) denotes the stress tensor; and ν = μ/ρ denotes the kinematic vis-
cosity of the fluid, ρ being the blood density and ν its viscosity. The strain tensor is
given by ε(u⃗(μ)) = 1

2 (∇u⃗(μ) +∇u⃗(μ)
T ). Note that also the Dirichlet boundary condition

g⃗NS(μ) might depend on μ. We avoid to deal with fluid–structure interaction (FSI)
for the problem at hand; indeed, arterial vessels are compliant, yielding quite large
wall displacements (reaching up to 10% of the lumen diameter). The reduction of
FSI problems has only been partially addressed in few works, focusing on simplified
geometries, and without addressing efficient hyperreduction techniques; see, e. g.,
[37, 8].

Problem (8.1) is first discretized in space by means of the FE method, relying on
quadratic and linear FEs for velocity and pressure, respectively, and then in time with
a semi-implicit backward differentiation formula (BDF) scheme of order σ = 2. We
introduce a partition of [0,T] in Nt subintervals of equal size Δt = T/Nt, such that
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tn = nΔt, and approximate the time derivative of the FOM velocity u⃗h(μ) at tn as

du⃗h(μ)
dt
≈

3
2 u⃗

n+1
h (μ) − u⃗

n,σ
h (μ)

Δt
, u⃗n,σh (μ) = 2u⃗

n
h(μ) −

1
2
u⃗n−1h (μ). (8.2)

This yields a sequence in time of parameterized linear systems of the form

ℕ(un,∗(μ);μ) [u
n+1(μ)

pn+1(μ)
] = gn+1(μ), n = 0, . . . ,Nt − 1, (8.3)

where un(μ) ∈ ℝN
u
h and pn(μ) ∈ ℝN

p
h denote the FOM vector representation of the

velocity and the pressure, at time tn, u0(μ) = u0 ∈ ℝ
Nu
h is the initial condition, and

ℕ(un,∗(μ);μ) ∈ ℝNh×Nh and gn+1(μ) ∈ ℝNh are given by

ℕ(un,∗(μ);μ) = [
α1
Δt
𝕄u(μ) +𝔻(μ) + ℂ(un,∗(μ);μ) 𝔹T (μ)

𝔹(μ) 0
] ,

gn+1(μ) = [
[

1
Δt
𝕄u(μ)un,σ(μ) + fn+11 (μ)

fn+12 (μ)
]

]
.

(8.4)

Here𝕄u(μ) ∈ ℝN
u
h×N

u
h is the velocity mass matrix;𝔻(μ) ∈ ℝN

u
h×N

u
h and 𝔹(μ) ∈ ℝN

p
h×N

u
h

encode the velocity stiffness and the divergence operator, whereas ℂ(un,∗(μ);μ) ∈
ℝN

u
h×N

u
h arises from the linearization (aboutun,∗(μ) = 2un(μ)−un−1(μ)) of the nonlinear

term.
To dealwith complex domains and their deformations in a flexibleway,we exploit

a generalmeshdeformation technique (see, e. g., [60]), inwhichdomaindeformations
result from an additional FE problem providing either an harmonic [4] or an elastic
[64, 62, 61] deformation by properly extending boundary displacements; see also [42]
for further details. The corresponding meshes are also obtained as a deformation of a
reference mesh, hence not affecting the topology of the degrees of freedom. See also
[13] for the case of a parameterized ROM for Navier–Stokes equations in domains with
variable shapes, relying on an FOM based on a finite volume discretization, built for
accelerating the calculation of pressure drop along blood vessels.

8.2.2 Cardiac electrophysiology

The propagation of the electric signal through cardiac cells is themainmechanism re-
sponsible for their contraction, finally resulting in atrial and ventricular contractions.
Mathematicalmodels of cardiac electrophysiologydescribe the actionpotentialmech-
anism of depolarization and polarization of the cardiac cells, which consists of rapid
variations of the cellmembrane electric potential with respect to a resting potential. In
particular, cellular models characterize the electric potential of a single cell, whereas
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physiological models provide a quantitative description of the action potential prop-
agation at the tissue level. The former are based on systems of ODEs that describe the
variation of ionic species and ionic currents; the latter are derived from the former by
means of suitable homogenization procedures.

Here we are interested to characterize the evolution of the electric potential for
a wide range of physical parameters affecting both electric conductivities at the tis-
sue level and ion dynamics at the cell level. Coupling the monodomain model for the
transmembrane potential u(μ) with a phenomenological model for the ionic currents
– here involving a single gating variable w(μ) – in a domain Ω ⊂ ℝd, d = 2, 3, repre-
senting, e. g., a portion of the myocardium (or the whole left ventricle) results in the
following time-dependent nonlinear differential system: For each t ∈ (0,T),

𝜕u(μ)
𝜕t
− div(D(μ)∇u(μ)) + Iion(u(μ),w(μ);μ) = Iapp(t;μ) in Ω,

𝜕w(μ)
𝜕t
+ g(u(μ),w(μ);μ) = 0 in Ω,

𝜕u(μ)
𝜕n⃗
= 0 on 𝜕Ω,

u(μ) = u0, w(μ) = w0 in Ω, at t = 0.

(8.5)

Here t denotes a rescaled time, Iapp is an applied current representing the initial acti-
vation of the tissue, Iion and gmodel the cellular bioelectric activity, and d⃗ denotes the
diffusivity tensor. For the case at hand,we aimat estimating the effect of (i) anisotropic
conductivity, (ii) ion dynamics, and (iii) activation times on the electric conduction by
parameterizing the tensor d⃗, the functions Iion and g, and the source term Iapp, respec-
tively.

We model the cardiac tissue as composed of fibers (the cardiomyocytes) whose
orientation varies from the epicardium to the endocardium due to the laminar organi-
zation in sheets of the tissue [58]. At the macroscopic level, this structure yields pref-
erential directions for the action potential traveling front. Therefore, at any point x⃗, an
orthonormal local reference system is described by the principal axes ⃗f0(x⃗), ⃗s0(x⃗), and
n⃗0(x⃗), with ⃗f0(x⃗) parallel to the fiber direction andwith ⃗s0(x⃗) and n⃗0(x⃗) orthogonal and
tangent to the sheet direction. Denoting by σl, σt, and σv the conductivity coefficients
measured along the corresponding directions ⃗f0, ⃗s0, and n⃗0, the anisotropic conduc-
tivity tensor is

d⃗(μ) = σl ⃗f0 ⊗ ⃗f0 + σt ⃗s0 ⊗ ⃗s0 + σv n⃗0 ⊗ n⃗0.

We assume that the left ventricle tissue is an axisymmetric anisotropic medium (σt =
σv), so that the previous relation simplifies as follows:

d⃗(μ) = σt I + (σl − σt) ⃗f0 ⊗ ⃗f0,

where the fibers’ structure is considered as (spatially dependent, but) μ-independent.
The reaction term Iion and the function g depend on both u and w, thus making the
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PDE and the ODE two-ways coupled. In this chapter, we focus on the Aliev–Panfilov
model, for which

Iion(u,w;μ) = Ku(u − a)(u − 1) + wu,

g(u,w;μ) = (ε0 +
c1w
c2 + u
)(−w − Ku(u − b − 1));

(8.6)

the (parametric) coefficients K, a, b, ε0, c1, and c2 are related to the cell.
Finally, we model the electric activation as the combination of three applied cur-

rent stimuli, {ϕi(x⃗)}3i=1, at three fixed spatial locations {x⃗i}3i=1, with t1, t2 expressing a
time delay

Iapp(t;μ) = ϕ1(x⃗)𝕀[0,2](t) + ϕ2(x⃗)𝕀[t1 ,t1+2](t) + ϕ3(x⃗)𝕀[t2 ,t2+2](t),

where 𝕀A(t) denotes the indicator function of the set A, that is, 𝕀A(t) = 1 if t ∈ A, and
𝕀A(t) = 0 otherwise.

To summarize, we consider p = 9 parameters for this test case: the two conduc-
tivities σl and σt; five parameters affecting the ionic model, K, a, b, c1, ε; and two
characteristic times t1, t2 affecting the electric activation.

Problem (8.5) is first discretized in space by means of the FEmethod, using linear
FEs for the transmembrane potential; a semi-implicit, first-order, one-step scheme is
then used for time discretization [19], in which the nonlinear vector Iion ∈ ℝNh at time
tn+1 is calculated using the solution computed at the previous time tn. This decouples
the PDE from the ODE leading to a linear system to be solved at each time step. At each
time step tn, n = 0, . . . ,Nt − 1, a system of Nh (independent) nonlinear equations must
be solved, arising from the backward (implicit) Euler method, under the form

wn+1(μ) − Δt g(un(μ),wn+1(μ);μ) = wn(μ), n = 0, . . . ,Nt − 1, (8.7)

givenw0(μ) = w0(μ). The so-called ionic current interpolation strategy is used to eval-
uate the ionic current term, so that only the nodal values are used to build a (piecewise
linear) interpolant of the ionic current. This yields a sequence in timeof parameterized
linear systems of the form

(
𝕄(μ)
Δt
+𝔸(μ))un+1(μ) + Iion(u

n(μ),wn+1(μ);μ)

=
𝕄(μ)
Δt

un(μ) + In+1app(μ), n = 0, . . . ,Nt − 1,
(8.8)

where un(μ) ∈ ℝNh and wn(μ) ∈ ℝNh denote the FOM vector representation of the
transmembrane potential and the gating variable, respectively, at time tn, and u0 =
u0(μ) ∈ ℝNh , w0 = w0(μ) ∈ ℝNh are the initial conditions. Here𝕄(μ) ∈ ℝNh×Nh is the
mass matrix and 𝔸(μ) ∈ ℝNh×Nh encodes the diffusion operator, whereas In+1app ∈ ℝ

Nh

encodes the applied current at time tn+1.
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The major computational costs are entailed by assembling the terms Iion and g at
each time step and by the solution of the linear system (8.8); strong constraints on
the spatial mesh size have to be taken into account due to the propagation of very
steep fronts [18, 49, 28], yielding a very large dimension Nh. On its turn, the time step
Δt is required to be sufficiently small to capture the fast dynamics characterizing the
propagation of the electric signal [26].

8.3 Reduced-order modeling
ROMs aim at reducing the computational complexity and costs entailed by the re-
peated solution of PDE problems [10, 52]. In the case of parameterized PDEs, the RB
method is a remarkable instance of ROM that allows to dramatically reduce the dimen-
sion of the discrete problems arising from numerical approximation – from millions
to hundreds, or thousands at most, degrees of freedom. Proper orthogonal decom-
position (POD) is a general-purpose technique widely used to build RB spaces; later,
a (Petrov–)Galerkin projection onto the RB space is employed to generate the ROM.
Whenever cheaply computable a posteriori error bounds are available, greedy algo-
rithms can be used as an alternative strategy.

Parameterized blood flows in idealized cardiovascular geometries have been ad-
dressed by means of ROMs in [37, 43] and in [5] by taking into account more complex
(and computationally challenging) subject-specific configurations; in all these cases,
solutions of Navier–Stokes equations are computed with respect to inflow and/or ge-
ometrical parameters, however without exploiting efficient, purely algebraic hyperre-
duction techniques. Applications to PDE-constrained optimization problems arising
in the context of optimal design of prosthetic devices can be found, e. g., in [44, 36]. An
application of POD to the analysis of transient turbulence in a stenosed carotid artery,
however without dealing with parameterized flows and the solution of the problem
for new parameter instances, has been considered in [29]. Except for few cases [12, 14,
15, 21, 27], which however do not systematically explore parameter-dependent prob-
lems, the application of the RB method to the simulation of the cardiac function in
subject-specific configurations is work in progress.

In this chapter we provide a quick overview of the way the most relevant difficul-
ties related to the application of the RBmethod to the two problems introduced in the
previous sections have been tackled. In both cases we will rely on POD for construct-
ing the RB spaces and on suitable hyperreduction techniques to deal with the efficient
assembling of nonlinear or nonaffinely parameter-dependent terms appearing in the
ROM.
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8.3.1 Navier–Stokes equations

The most relevant issues related to the reduction of the parameterized Navier–Stokes
system (8.1) for the application at hand are (i) the construction of flexible, low-
dimensional shape parameterization to describe complex shapes in terms of few
parameters and (ii) the stability of the ROM (in the sense of a suitable inf-sup stability
condition) when dealing with the approximation of both velocity and pressure.

Expressing the RB approximation of velocity and pressure fields at time tn as a
linear combination of the RB basis functions,

un(μ) ≈ 𝕍uu
n
N (μ), pn(μ) ≈ 𝕍pp

n
N (μ), (8.9)

where 𝕍u ∈ ℝN
u
h×Nu and 𝕍p ∈ ℝN

p
h×Np collect the (degrees of freedom of the) basis

functions, a Galerkin projection yields the following Galerkin-RB problem: Given μ ∈
𝒫, un−1N , unN , find (u

n+1
N (μ),p

n+1
N (μ)) ∈ ℝ

Nu × ℝNp such that u0N (μ) = uN ,0 and

ℕN (𝕍uu
n,∗
N (μ);μ) [

un+1N (μ)
pn+1N (μ)
] = gn+1N (μ), n = 1, . . . ,Nt − 1, (8.10)

where uN ,0 = 𝕍Tuu0,

ℕN (𝕍uun,∗N (μ);μ) = [
α1
Δt
𝕄u

N (μ) +𝔻N (μ) + ℂN (𝕍uu
n,∗
N (μ);μ) 𝔹

T
N (μ)

𝔹N (μ) 0
] ,

gn+1N (μ) = [
[

1
Δt
𝕄u

N (μ)u
n,σ
N (μ) + f

n+1
N1 (μ)

fn+1N2 (μ)
]

]
,

(8.11)

and

𝔻N (μ) = 𝕍Tu𝔻(μ)𝕍u, 𝕄
u
N (μ) = 𝕍

T
u𝕄

u(μ)𝕍u, 𝔹N (μ) = 𝕍Tp𝔹(μ)𝕍u,

ℂN (𝕍uun,∗N (μ);μ) = 𝕍
T
uℂ(𝕍uu

n,∗
N (μ);μ)𝕍u,

fn+1N1 (μ) = 𝕍
T
u f

n+1
1 (μ), fn+1N2 (μ) = 𝕍

T
p f

n+1
2 (μ).

To construct the RB matrices 𝕍u and 𝕍p we rely on POD – separately on velocity
and pressure variables – by collecting snapshots of the FOM solution for a sample of
selected parameter values μi, i = 1, . . . , ns, and computing, for n = 0, . . . ,Nt − 1, the
solution of the FOM (8.3). In particular, POD is first performed with respect to the time
trajectory (for a fixed μi) and then with respect to μ. Three issues must then be taken
into account:
1. ROM stability. Performing, as in (8.10), a Galerkin projection onto the RB space

built through the POD procedure above does not automatically ensure the stabil-
ity of the resulting RB problem (in the sense of the fulfillment of an inf-sup condi-
tion at the reduced level). This yields a potentially singular matrixℕ(un,∗(μ);μ).
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Several strategies can be employed to overcome this shortcoming; here we aug-
ment the velocity space by means of a set of enriching basis functions computed
through the pressure supremizing operator. For each i = 1, . . . , ns and for each
n = 1, . . . ,Nt we compute the so-called supremizers by solving

𝕏u(μi)t
n
p(μi) = 𝔹

T (μi)p
n(μi), (8.12)

where 𝕏u ∈ ℝN
u
h×N

u
h encodes the scalar product over the velocity space. Then,

POD is performed to extract an enriching basis𝕍s ∈ ℝN
u
h×Ns , which is thenmerged

(through aGram–Schmidt orthonormalization)with the columns of𝕍u. This strat-
egy leads to an RB problem which is inf-sup stable in practice, but whose well-
posedness is not rigorously proven [56, 7]. Another option to enforce the inf-sup
stability would rely on a coarse algebraic least-squares RB method; however, this
strategy has only been investigated in the case of steady Stokes problems so far;
see [23].

2. Efficient assembling of nonlinear terms. Because of the μ dependence induced by
the geometry deformation, all the matrices and vectors in the ROM (8.10) depend
nonaffinely on the parameter μ; moreover, a critical issue is represented by the
linearized term ℂN (𝕍uun,∗N (μ);μ) appearing in (8.4). To assemble it efficiently, we
rely on the matrix version of the discrete empirical interpolation method (DEIM).
Such a procedure requires the evaluation of a sample of system (vectors and ma-
trices) snapshots, followed by a POD on vectors and vectorized matrices and a
further selection of a set of well-chosen interpolation points; see, e. g., [46]. The
matrix DEIM (MDEIM) is another technique also employed to compute an approx-
imated affine decomposition of the diffusion𝔻(μ), the pressure-divergence 𝔹(μ),
and the velocity mass𝕄u(μ)matrices.

3. Low-dimensional parameterization of the computational domain. To deal with
complex domains and their deformations in an extremely flexible way, we exploit
a general mesh deformation technique, in which deformations result from an ad-
ditional FE problem describing either the behavior of the structure with respect to
given inputs or an harmonic extension of boundary data. These are called mesh-
based variational methods, and are often referred to as solid-extension mesh mov-
ing techniques. The correspondingmeshes are also taken as a deformation of a ref-
erence mesh, without affecting the topology of the degrees of freedom. Denoting
byΩ0

h the computationalmesh over which the state problem is solved, a deformed
volumetric mesh is obtained as Ωh(μ) = {x⃗h ∈ ℝ3 : x⃗h(μ) = x⃗h + d⃗(μ), x⃗h ∈ Ω0

h},
where the nodes position is modified (so that Ωh(μ) conforms to the updated
boundary) while keeping the mesh connectivity fixed; the domain deformation
d⃗(μ) can then be approximated by an RB method, before constructing the ROM
for the fluid flow problem; see, e. g., [25, 42] for further details.
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8.3.2 Monodomain system

To ensure the efficiency of ROMs when dealing with the parameterized coupled
monodomain-ionic model (8.5) a generalization of the POD approach is envisaged,
requiring the construction of local RB spaces. Additionally, hyperreduction tech-
niques such as DEIM and its matrix version MDEIM are employed to enhance the
construction of nonaffine and nonlinear terms. Regarding the PDE system (8.8) for
the transmembrane potential, we assume that the RB approximation of the trans-
membrane potential at time tn is expressed by a linear combination of the RB basis
functions,

un(μ) ≈ 𝕍unN (μ), (8.13)

where𝕍 ∈ ℝNh×N collects the (degrees of freedom of the) basis functions.
If the gating variable has already been updated to its current valuewn+1(μ) at time

tn+1 by solving (8.7), the Galerkin-RB problem reads

(
𝕄N (μ)
Δt
+𝔸N (μ))u

n+1
N +𝕍

T Iion(𝕍u
n
N ,w

n+1;μ)

=
𝕄N (μ)
Δt

unN + I
n+1
app(μ), n = 0, . . . ,Nt − 1,

(8.14)

where 𝔸N (μ) = 𝕍T𝔸(μ)𝕍 and𝕄N (μ) = 𝕍T𝕄(μ)𝕍; also in this case, since the μ de-
pendence shown by these matrices is nonaffine, we rely on the MDEIM to get an ap-
proximate affine expansion.

Two issues arise when dealing with this problem:
1. PDE–ODE coupling. We can take advantage of the DEIM to avoid the evaluation

of the full-order array Iion ∈ ℝNh , which would compromise the overall ROM effi-
ciency. Hence, we approximate

Iion(𝕍u
n
n,w

n+1
h ;μ) ≈ ̃Iion(μ) =

m
∑
q=1

θq(t
n;μ) zq (8.15)

once m ≪ Nh μ-independent vectors and zq ∈ ℝNh , 1 ≤ q ≤ m, basis vectors
have been calculated from a set of snapshots {Iion(𝕍unn(μ

k),wn+1
h (μ

k);μk), k =
1, . . . ,Ns, ℓ = 0, . . . ,Nt − 1}; μ-dependent weights θq:𝒫 󳨃→ ℝ are then computed
by imposingm interpolation constraints. Basis vectors are computed bymeans of
POD [16], whereas the set of points (in the physical domain) where interpolation
constraints are being imposed are iteratively selected by employing the so-called
magic points algorithm [9, 40].
The ionic term in the potential equation can then be approximated by

𝕍T Iion(𝕍u
n(μ),wn+1(μ);μ) ≈ 𝕍TΦ(ℙTΦ)−1⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Nh×m
Iion(ℙ

T𝕍un(μ),ℙTwn+1(μ);μ)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
m×1

,
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where Φ = [z1| . . . |zm] ∈ ℝNh×m and ℙ = [eℐ1
| . . . | eℐm

] ∈ ℝNh×m, with
eℐi
= [0, . . . ,0, 1,0, . . . ,0]T ∈ ℝNh , ℐ being the set of m interpolation indices

ℐ ⊂ {1, . . . ,Nh}, with |ℐ| = m. Note that the matrix Φm = 𝕍
TΦ(ℙTΦ)−1 is

μ-independent and can be assembled once for all. As a matter of fact, this pro-
cedure also enables a reduction of the computational complexity entailed by the
solution of the ODE system (8.7). Indeed, its pointwise approximation can be
advanced in time only on them degrees of freedom ℐ1, . . . , ℐm, thus resulting in a
reduced ODE system for the vectorwn

m = ℙ
Twn ∈ ℝm.

Finally, the ROM for the monodomain system (8.5) reads as follows: Given μ ∈ 𝒫,
find (un+1N (μ),w

n+1
m (μ)) ∈ ℝ

Nu ×ℝm such that u0N (μ)(μ) = 𝕍
Tu0(μ),w0

m = ℙ
Tw0(μ),

and, for n = 0, . . . ,Nt − 1,

wn+1
m (μ) − Δtg(ℙ

T𝕍unN (μ),w
n+1
m (μ);μ) = w

n
h(μ),

(
𝕄N (μ)
Δt
+𝔸N (μ))u

n+1
N (μ)

+ΦmIion(ℙT𝕍unN (μ),w
n+1
m (μ);μ) =

𝕄N (μ)
Δt

unN (μ) +𝕍
T In+1app(μ).

(8.16)

2. RB space construction. Relying on POD on global RB spaces yields accurate ap-
proximations only if very large dimensions (up to some hundreds) N and m of
the POD expansion and of the DEIM approximation, respectively, are considered,
ultimately yieldingnegligible speedups compared to the FOM. Indeed, parameter-
ized problems in cardiac electrophysiology might easily yield solutions showing
a remarkable variability over the parameter space, because of the huge sensitivity
of the solution with respect to variations of parameters representing conduction
velocities, fiber structures, and tissue anisotropy.
Multiple local subspaces must be generated when performing the RB approxima-
tion of the PDE solution, and the DEIM approximation can be used for the nonlin-
ear term. Approximating thewhole solution set by a series of subspaces of smaller
dimension results in a more efficient approach than building a single subspace
of larger dimension. For this reason, clustering (or partitioning) algorithms are
employed, prior to performing POD, aiming at collecting snapshots (of both the
solution and the nonlinear terms) into clusters; then, a local RB is built for each
cluster through POD. Here we consider the approach proposed in [2] based on the
k-means algorithm, to address the construction of local ROMs in the state space
and further extended in [65, 3, 1]; see, e. g., [47] for further details.

Finally, we highlight that if other models of cellular bioelectric activity were consid-
ered, based on either a single ODE (such as FitzHugh–Nagumo, Rogers–McCulloch, or
Mitchell–Schaeffer models ) or a system of ODEs (such as the Fenton–Karma model),
the construction of ROMs would not change; see, e. g., [17, 20] for a review.
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8.4 Computation of wall shear stress in a carotid
artery bifurcation

The first application we deal with is related to blood flow in a subject-specific three-
dimensional carotid bifurcation, in terms of both flow variables and derived outputs
of interest. The carotid bifurcation is located along the sides of the neck and supplies
blood to the face and the brain [66]; it is composed by the common carotid artery
(CCA), which then splits in the internal carotid artery (ICA) and the external carotid
artery (ECA) (Figure 8.1a). In adult age, the carotid bifurcation might be affected by
atherosclerosis, that is, a progressive narrowing of the artery, which might ultimately
lead to stroke. Blood dynamics play an important role in the development of such dis-
ease, and one of themain indicators employed in the risk analysis is the distribution of
the WSS on the vessel wall boundary Γw close to the bifurcation [59]. Numerical sim-
ulations can provide such quantitative results able to support clinicians and recent
results are reported, e. g., in [35, 30]. The WSS is defined as

τ⃗w = (2μ̄ε(u⃗)n⃗) ⋅ ⃗t = 2μ̄(ε(u⃗)n⃗ − (ε(u⃗)n⃗ ⋅ n⃗)n⃗),

where n⃗ and ⃗t are the (outer) normal and tangential unit vectors on Γw, respectively, ε
is the strain tensor, and ν is the dynamic viscosity of the fluid.

Here we exploit the proposed ROM work flow to investigate the behavior of blood
flow in different virtual scenarios, described in terms of parameterized domains and
inlet boundary conditions. As a result, the WSS distribution will depend on parame-
ters, too.

Figure 8.1: Computational domain with common carotid artery (CCA), internal carotid artery (ICA),
and external carotid artery (ECA) (left) and reference inlet flow rate QCCA(t) [cm3s-1] with highlighted
systole, mid deceleration, and diastole phases (right).
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We denote by Γin the CCA inlet boundary portion, located at the bottom of the
bifurcation in Figure 8.1a; Γout is given by the two ECA and ICA outflow boundaries,
located on its top; finally, Γw = 𝜕Ω\(Γin∪Γout). By following the setup employed in [25],
at the CCA inlet boundary we prescribe a parameterized flow rate QCCA(t;μ), obtained
as a suitable modification of the reference flow rate Q0

CCA(t), acquired from echo-color
Doppler and reported in Figure 8.1b for a single heartbeat. The resulting inlet velocity
g⃗NS(μ) is a parabolic function in the normal direction to Γin(μ) and vanishing in the
tangential ones, such that

∫
Γin

g⃗NS(t;μ) ⋅ n⃗ dΓin = QCCA(t;μ) = μ2 Q
0
CCA(t). (8.17)

For the case at hand μ = (μ1, μ2) ∈ 𝒫 = [0.2, 0.4] × [0.75, 1.0] ⊂ ℝ2; the param-
eter μ1 tunes the narrowing of the ICA by loading a stress proportional to μ1 in the
region shown in Figure 8.2a. This simulates the effect of a stenosis obstructing the
vessel; the larger μ1, the more emphasized the deformation. See [25] for a detailed de-
scription on the way this geometrical parameterization is built. On the other hand,
μ2 determines the magnitude of the inlet flow rate; see (8.17). The radius at the inlet
boundary at the entrance of the CCA measures approximately 0.27 cm, leading to a
peak of the inlet velocity profile of approximately 59 cm s−1, when μ2 = 1, during the
systolic phase. Two examples of deformation (with respect to the reference domain)
are reported in Figure 8.2 for different instances of the parameter μ1 = (0.38,0.975)
and μ3 = (0.21,0.7625). Finally, the blood kinematic viscosity is ν = 0.035 cm2s-1; as a
result, Re ≈ 450. Taylor–Hood (ℙ2 − ℙ1) FEs are employed for the spatial discretiza-
tion, leading to Nu

h = 248,019 degrees of freedom for the velocity and Np
h = 11,911 for

the pressure, respectively; as a result, Nh = Nu
h + N

p
h = 259,930. A BDF2 scheme with

Δt = 0.01 has been considered for the time discretization, taking T = 0.64 seconds as

Figure 8.2: Region where the stress is loaded to deform the mesh (left) and examples of deformation
for two instances of the parameter μ1 = (0.38, 0.975) (center) and μ3 = (0.21, 0.7625) (right).
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Figure 8.3: Velocity vector for μ1 = (0.38, 0.975) at different time steps t = 0.2, 0.35, 0.5.

final time to simulate an entire heartbeat. Numerical simulations have been carried
out by employing 32 cores.1

Regarding system approximation, the MDEIM and DEIM applied to the arrays ap-
pearing in (8.11) yield 277 matrix operators and 16 right-hand side vectors. Regarding
state reduction, the RB matrices 𝕍u, 𝕍p, 𝕍s for velocity, pressure, and supremizing
functions, respectively, are built with POD; this latter retains Nu = 836, Np = 506, and
Ns = 742 basis functions, respectively. Compared to the dimensionNh = 259,930 of the
original FOM, the reduction in the system size is of about 125.

Examples of ROM solutions for different values of the parameters, computed with
the ROM, are reported in Figures 8.3 and 8.4, with an error of the order of 0.1% if com-
pared with the FE simulation. On average, the Navier–Stokes equations are solved by
the ROM with a computational cost of 4.05 seconds per time step, yielding a speedup

Figure 8.4: Velocity vector for μ3 = (0.21, 0.7625) at different time steps t = 0.2, 0.35, 0.5.

1 Computations have been performed on the Piz-Daint cluster at the Swiss National Supercomputing
Center with Intel® Xeon® E5-2695 v4 @ 2.10GHz and 64Gb RAM.
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Figure 8.5: Computed flow rate at ICA (left) and ECA (right) for μ1 = (0.38, 0.975),
μ2 = (0.35, 0.9375), μ3 = (0.21, 0.7625), μ4 = (0.38, 0.9375), μ5 = (0.38, 0.7625).

factor of about 20 with respect to the FOM. The significant gain in the speedup allows
for the real-time simulation performed by clinicians, since in only few minutes the
computation can be carried out for any new scenario.

The velocity pattern is affected by the parameter values, also influencing the flow
rate at the outlet boundaries: In Figure 8.5 we report the outflow rate at the ICA and
ECA boundaries as a function of time, for different parameter values. The physical
parameter μ2 mainly impacts the absolute value of the flow rate, whereas the geomet-
rical parameter μ1 mostly affects the way blood flows split into the two branches: the
smaller μ1, the larger the flow rate through the ICA.

Finally, in Figures 8.6 and 8.7 the WSS magnitude distribution is reported for dif-
ferent values of the parameters and times; as expected, the WSS is higher during the
systolic peak and concentrated close to the bifurcation.

Figure 8.6:WSS for μ1 = (0.38, 0.975) at different time steps t = 0.2, 0.35, 0.5.
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Figure 8.7:WSS for μ3 = (0.21, 0.7625) at different time steps t = 0.2, 0.35, 0.5.

8.5 Evaluation of activation maps in cardiac
electrophysiology

The second application we consider is related to the efficient evaluation of activation
mapsover a subject-specific left ventricle geometry. These outputs are the virtual coun-
terpart of epicardial or endocardial potential recordings (electrograms) obtained by
means of (unipolar or bipolar) catheters located inside a cardiac chamber, or on its
external surface. Common relevant features extracted from these measurements are,
e. g., voltagemaps, showing the distribution of the electric potential at any given time,
and activation maps, providing information about the time when the electric wave-
front reaches a given point. These information are crucial in the clinical practice, for
instancewhen treating cardiac arrhythmias by radio-frequency catheter ablation. Tar-
get sites for ablation, often consisting of slow-conducting narrow isthmuses bordered
by areas of scar tissue, are indeed identified by endocardial voltage and activation
maps.

The efficient numerical evaluation of several different scenarios in terms of elec-
tric potential, by means of accurate ROMs, can open new paths to address the propa-
gation of input uncertainty on the output and the systematic evaluation of the impact
of (optimized) standard intervention procedures, aiming at optimizing them. For the
case at hand,we consider themonodomainmodel (8.5)with theAliev–Panfilovmodel
(8.6) for estimating the effect of (i) anisotropic conductivity, (ii) ion dynamics, and (iii)
activation times on the electric conduction.

We consider p = 9 parameters for this test case: the two conductivities σl ∈ [12.9 ⋅
0.1, 12.9 ⋅0.15] and σt ∈ [12.9 ⋅0.05, 12.9 ⋅0.1]; five parameters affecting the ionic model,
K ∈ [7, 9], a, b ∈ [0.05,0.15], c1 ∈ [0.1,0.2], and ε ∈ [0.005,0.02]; and finally, two
parameters affecting the electric activation, t1 ∈ [5, 10] and t2 ∈ [10, 15]. Regarding the
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Figure 8.8: Left ventricle geometry: activation points (left), computational mesh (center), and fiber
orientation (right).

latter, the three applied current stimuli {ϕi(x⃗)}3i=1 are

ϕi(x⃗) =
1

2(2π)
3
2
exp(− ‖x⃗ − x⃗i‖

2

4
), i = 1, 2, 3.

The location of the three activation points, together with the computational mesh
of the subject-specific left ventricle geometry we consider, and the fiber orientation
are reported in Figure 8.8c. The left ventricle geometry, extracted from the atlas of
cardiac geometries described in [31], has been discretized using a three-dimensional
mesh with Nh = 24,660 vertices and 105,904 elements. The time interval is [0, 600ms]
and the time step is Δt = 0.25ms. A single query to the FOM, based on linear FEs, takes
about 23.5 minutes to be computed.2

We assess the computational performance and the accuracy of the ROM built by
considering the k-means algorithm to address the construction of local ROMs in the
state space. We start from a training sample of 25 parameter vectors, leading to a set
of training snapshots of dimension Nh × 6 ⋅ 104. The 15 clusters formed by the k-means
algorithm subdivide the snapshots mainly with respect to time. Indeed, as shown in
Figure 8.9, the clusters’ centroids (or barycenters) reflect, roughly speaking, the evo-
lution of the electric potential over the time interval.

We then compute the relative error

er =
√∑Nt

n=1 ‖un − unN‖
2
H1(Ω)

√∑Nt
n=1 ‖un‖2H1(Ω)

,

where ‖ ⋅ ‖H1(Ω) denotes the H
1(Ω)-norm, on three selected test parameter vectors,

μ∗1 = [1.29, 1.29, 7.023,0.0837,0.1162,0.0179, 10, 10]
T , (8.18)

2 All timings are obtained by performing calculations on an Intel(R) Core i7-8700K CPU with 64Gb
DDR4 2666MHz RAM.
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Figure 8.9: Centroids computed by the k-means algorithm on the training set.

μ∗2 = [1.3968, 1.0333, 7.5259,0.1154,0.1689,0.0175, 7.2527, 10.4191]
T , (8.19)

μ∗3 = [1.4377, 1.2341, 7.3048,0.1326,0.1538,0.02, 5.3909, 12.2134]
T , (8.20)

which we also employ for the sake of visualization. Figure 8.10 shows the action po-
tential for μ = μ∗i , i = 1, 2, 3, at different time steps t = 60,100,320ms.

Table 8.1: Computational performance on the three test parameter vectors μ∗i , i = 1, 2, 3.

Parameters FOM time ROM time Relative error Speedup

μ∗1 1409 s 26.1 s 0.0077 54×
μ∗2 1419 s 33.2 s 0.005 43×
μ∗3 1398 s 29.4 s 0.0099 48×

Table 8.1 shows that the local ROM provides an average speedup factor of about 48×
compared to the FOM, ensuring at the same time a relative error smaller than 1%.
The resulting POD bases on each cluster (obtained by considering a tolerance of 10−3

on the relative energy content of the discarded POD modes) have dimension ranging
from 38 to 162. The same procedure is applied within the DEIM for the approximation
of the nonlinear terms; in this case the dimension of the POD bases (obtained with a
tolerance of 10−8) ranges from 492 to 1221.

We then show how to recover two outputs of clinical interest from the computed
solutions:
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Figure 8.10: Action potential for the three test parameter vectors μ∗i , i = 1, 2, 3, at different time steps
t = 60,100,320ms.

– The former is the activation map, which is obtained by evaluating the local acti-
vation time (LAT) at each vertex of the mesh; see Figure 8.11. The LAT at a spatial
point is given by the time when the electric wavefront passes through that point,
that is, when the maximum negative slope of the electric deflection is measured.
Such amap allows one to understand if regions of slow conduction are present in
the tissue, for instance.

– The latter is a set of six simulated electrocardiograms (ECGs), representing the
unipolar precordial (or chest) leads V1, . . . ,V6; these signals can be numerically
approximated by integrating the projection of the heart vector ∇u onto the direc-
tion vector ∇(1/‖ ⃗r‖), i. e.,

Vi = ∫
Ω

∇u ⋅ ∇( 1
‖ ⃗r‖
)dΩ, ⃗r = x⃗ − x⃗i, i = 1, . . . , 6,

x⃗i being the positions of the pseudo-electrodes [34, 57]. For the case at hand, we
locate the pseudo-electrodes as reported in Figure 8.12 in order to mimic their po-
sition on the chest. ECG is a noninvasive test which conveys a large amount of
information about the heart conditions. Variations on the uncertain ionic coeffi-
cients K, a, b, c1, and ε0 induce considerable changes in the T wave and the QT
interval, as shown in Figure 8.13.
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Figure 8.11: Activation maps for the three test parameter vectors μ∗i , i = 1, 2, 3.

Figure 8.12: Position of the pseudo-electrodes used for the approximation of Vk , k = 1, . . . ,6, and
ECG scheme.

Also in this case, outputs of interest can be inexpensively evaluated taking advantage
of the significant gain in the speedup provided by the ROM.

8.6 Conclusions and outlook
In this chapter we have shown two examples of applications of state-of-the-art ROM
techniques to relevant problems in cardiovascular modeling, dealing with (i) the ar-
terial fluid dynamics and (ii) the electric activity of the heart. In both cases, we suit-
ably combined projection-based ROMs, built through POD, and hyperreduction tech-
niques to enhance the assembling of the reduced-order problem. This allows compu-
tational speedup factors of about 20–50 with respect to the high-fidelity, FOM built
by the Galerkin FE method, without substantially lowering the accuracy of the FOM
approximation. The availability of efficient and reliable ROMs is thus of paramount
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Figure 8.13: Numerical approximation of unipolar precordial leads Vk , k = 1, . . . ,6, for μ∗i , i = 1, 2, 3.

importance to enable parametric studies, sensitivity analysis, and uncertainty quan-
tification in complex, subject-specific scenarios (e. g., [45, 32, 50, 55]), yet unaffordable
with standard, high-fidelity techniques even on modern parallel architectures.

Despite huge efforts to enhanceROMefficiency still preserving their accuracy, sev-
eral challenges remain openwhen dealingwith cardiovascular applications. A nonex-
haustive list includes, among others:
– to achieve fine temporal and spatial resolution, the training phase of ROMs (of-

fline) as well as hyperreduction techniques becomes computationally intensive;
– new approaches are needed to address multiphysics and multiscale models, in-

volving a wide range of spatio-temporal scales, more particularly to handle cou-
pled problems;

– a full decoupling between the ROM and the FOM can be rather involved to obtain
in the case of fine computational meshes and complex geometries, when dealing
with hyperreduction techniques;

– intra-patient and inter-patient variability involves complex parameterizations of
the model inputs;

– nonlinearity and high sensitivity of the solution with respect to parameter varia-
tions limit computational speedups.

Very often, several of these criticalities are simultaneously present in cardiovascular
models, thus making the design of efficient and accurate ROMs a critical task.
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On theother hand, an emerging strategy in thefieldof cardiovascular applications
is grounded on the use of purely data-driven surrogate models or emulators, based,
e. g., onmachine learning (ML) techniques (e. g., [54, 48, 24, 22, 33]), like artificial neu-
ral networks, or Gaussian process regression. This approach is especially relevant to
approximate input-output maps featuring low-dimensional outputs as quantities of
interest. Despite their efficiency at testing time (once a training phase, usually expen-
sive, has been performed) for the sake of output evaluations for new parameter in-
stances, often these techniques lack interpretability. Besides, the lack of error indica-
tors makes their construction tailored on the specific problem at hand. In this respect,
the combination of physics-based models (among which we also include projection-
based ROMs) with data-driven, ML-based techniques for the sake of efficiency looks
promising in view of a future translation of ROMs in clinical practice.
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9.1 Introduction

Understanding, modeling, and controlling complex fluid flows is a central focus in
many scientific, technological, and industrial applications, including energy (e. g.,
wind, tidal, and combustion), transportation (e. g., planes, trains, and automobiles),
security (e. g., airborne contamination), and medicine (e. g., artificial hearts and ar-
tificial respiration). Improved models of engineering flows have the potential to dra-
matically improve performance in these systems through optimization and control,
resulting in practical gains such as drag reduction, lift increase, andmixing enhance-
ment [38, 21, 98, 85, 25]. Although the Navier–Stokes equations provide a detailed
mathematical model, this representation may be difficult to use for engineering de-
sign, optimization, and control. Instead, they are commonly discretized into a high-
dimensional, nonlinear dynamical system with many degrees of freedom and mul-
tiscale interactions. These equations are nonetheless expensive to simulate, making
themunwieldy for iterative optimization or in-time control. Theymay also obscure the
underlying physics, which often evolves on a low-dimensional attractor [49, 77]. The
various fidelities of model description were described by [115]:white-box describes an
accurate evolution equation based on first principles (e. g., Navier–Stokes discretiza-
tion), gray-box describes a low-dimensional model approximating the full state (e. g.,
proper orthogonal decomposition [POD]-Galerkin models), and black-box describes
input–output models that lack a connection to the full state space (e. g., neural net-
works).

In the following, we outline related reduced-order models as our point of depar-
ture in Section9.1.1 and foreshadowproposed innovations of this study inSection9.1.2.

9.1.1 Related reduced-order models as point of departure

Reduced-order models provide low-dimensional descriptions of the underlying fluid
behavior in a compact and computationally efficient representation. This is illustrated
in Figure 9.1, where, starting from full-state velocity snapshots obtained from direct
numerical simulation, one extracts the leading coherent structures in order to obtain a
low-dimensional representation of the system’s dynamics. There aremany techniques
for reduced-order modeling, ranging from physical reductions to purely data-driven
methods, and nearly everything in between. POD [100, 14, 49] provides a low-rank
modal decomposition of fluid flow field data, extracting the most energetic modes.
It is then possible to Galerkin project the Navier–Stokes equations onto these modes,
resulting in an approximate, low-dimensionalmodel in terms ofmode coefficients [78,
28]. POD-Galerkinmodels arewidely used, as they are interpretable, gray-boxmodels,
and it is straightforward to reconstruct the high-dimensional flow field from the low-
dimensional model via POD modes. The first pioneering example of [4] featured wall
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Figure 9.1: Illustration of reduced-order modeling. Starting from a direct numerical simulation of
the Navier–Stokes equations (left), the dominant spatio-temporal coherent structures are extracted
from a set of velocity snapshots (center). The temporal evolution of these structures then provides a
simplified representation of the system’s dynamics (right) amenable to modeling.

turbulence, almost three decades ago. Subsequent POD models have been developed
for the transitional boundary layer [83], the mixing layer [111, 114], the cylinder wake
[33, 42], and the Ahmed body wake [80], to name only a few.

POD-Galerkin modeling is challenging for changing domains [18], changing
boundary conditions [45], and slow deformation of the modal basis [5]. Standard
Galerkin projection can also be expected to suffer from stability issues [82, 90, 29],
although including energy-preserving constraintsmay improve the long-time stability
and performance of nonlinear models [7, 31]. POD-Galerkin models tend to be valid
for a narrow range of operating conditions, near those of the data set used to gen-
erate the POD modes. Transients also pose a challenge to POD modeling. Refs. [77]
and [106] demonstrate the ability of a low-dimensional model to reproduce nonlinear
transients of the von Kármán vortex shedding past a two-dimensional cylinder, pro-
vided the projection basis includes a shift mode quantifying the distortion between
the linearly unstable base flow and marginally stable mean flow. These techniques
have been extended to include the effect of wall actuation [45, 81].

In addition to the physics-informed Galerkin projection, data-driven modeling
approaches are prevalent in fluid dynamics [21, 85]. For example, dynamic mode
decomposition (DMD) [50, 86, 55], the eigensystem realization algorithm (ERA) [51],
Koopman analysis [72, 73, 109, 116], cluster-based reduced-order models [53], NAR-
MAXmodels [15, 95, 120, 44], and network analysis [76] have all been used to identify
dynamical systems models from fluids data, without relying on prior knowledge of
the underlying Navier–Stokes equations. DMD models are readily obtained directly
from data, and they provide interpretability in terms of flow structures, but the re-
sulting models are linear, and the connection to nonlinear systems is tenuous unless
DMD is enriched with nonlinear functions of the data [116, 55]. Neural networks have
long been used for flow modeling and control [74, 122, 56, 54], and recently deep
neural networks have been used for Reynolds-averaged turbulence modeling [59].
However, many machine learning methods may be prone to overfitting, have limited
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interpretability, and make it difficult to incorporate known physical constraints. Par-
simony has thus become an overarching goal when using machine learning to model
nonlinear dynamics. In the seminal work of [16] and [91] governing dynamics and
conservation laws are discovered using genetic programming along with a Pareto
analysis to balance model accuracy and complexity, preventing overfitting.

Recently, [22] introduced the sparse identification of nonlinear dynamics (SINDy),
which identifies parsimonious nonlinear models from data. SINDy follows the prin-
ciple of Ockham’s razor, resting on the assumption that there are only a few impor-
tant terms that govern the dynamics of a system, so that the equations are sparse
in the space of possible functions. Sparse regression is then used to efficiently de-
termine the fewest terms in the dynamics required to accurately represent the data,
preventing overfitting. Because SINDy is based on linear algebra (i. e., the nonlin-
ear dynamics are represented as a linear combination of candidate nonlinear func-
tions), the method is readily extended to incorporate known physical constraints [61].
In general, it is possible to obtain nonlinear models using genetic programming or
SINDy on POD or DMD mode coefficients, which make these methods gray box, hav-
ing a transformation from themodel back to the high-dimensional, interpretable state
space. However, models developed on POD/DMD mode coefficients may still suffer
from fundamental challenges of traditional POD-Galerkin models, such as captur-
ing changing boundary conditions, moving geometry, and varying operating condi-
tion.

9.1.2 Contribution of this work

In this work, we introduce a new gray-box modeling procedure that yields inter-
pretable nonlinear models from measurement data. The method is applied to the
well-investigated two-dimensional transient flow past a circular cylinder with slow
change of the base flow and varying coherent structures [105]. In particular, we de-
velop sparse interpretable nonlinear models only from the temporal amplitudes a1(t)
and a2(t) of the leading vortex shedding POD modes, hereafter denoted as our fea-
tures. Second, a sparse dynamical model is identified in this feature space. For the
following step, full-state measurement data are assumed to be available. Combining
the nonlinear correlations existing between the various POD modes with techniques
from Grassmann manifold interpolation enables us to obtain highly accurate esti-
mates of the flow field both in the vicinity of the linearly unstable base flow and the
marginally stable flow. This mapping provides significantlymore accurate flow recon-
struction, as compared to a POD-Galerkin model of the same order. To summarize,
the resulting gray-box modeling procedure has the following beneficial features: (i) it
captures nonlinear physics, (ii) it is based on a simple, noninvasive computational
algorithm, (iii) the resulting model is interpretable in terms of nonlinear interaction
physics and generalized modes (optional with full-state data), and (iv) modeling
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feature vectors is more robust to mode deformation, moving geometry, and varying
operating condition.

The chapter is organized as follows: Section 9.2 provides an overview of the flow
configuration considered in this work, namely, the incompressible, two-dimensional
flow past a circular cylinder at Re = 100. Based on velocity snapshots obtained from
direct numerical simulations, twodifferent reduced-ordermodeling strategies are pre-
sented in Sections 9.3 and9.4. First, Section 9.3 introduces the canonical POD-Galerkin
reduced-order model and discusses its main limitations. Then, Section 9.4 presents a
highly accurate low-order model identified using recent advances in machine learn-
ing. Finally, Sections 9.5 and 9.6 summarize our key findings, highlight some connec-
tions with previous works, and provide the reader with good practices and possible
future directions to extend this work.

This contribution closely relates to three chapters of Volumes 1 and 2 of this hand-
book. Starting point is the POD-Galerkin method [12, Chapter 2]. A transient cylin-
der wake illustrates the benefits from manifold interpolation [124, Chapter 7]: A two-
dimensional manifold is more accurate than a POD expansion with 50 modes. The
resulting dynamical system on this manifold is significantly simplified by SINDy [12,
Chapter 7].

9.2 Benchmark configuration and dynamics

The flow configuration considered is the canonical two-dimensional incompressible
viscous flowpast a circular cylinder at Re = 100, based on the free-streamvelocityU∞,
the cylinder diameter D, and the kinematic viscosity ν. This Reynolds number is well
above the critical Reynolds number (Rec = 48) for the onset of the two-dimensional
vortex shedding [118, 104, 94] and below the critical Reynolds number (Rec = 188) for
the onset of three-dimensional instabilities [119, 8, 117]. Its dynamics are governed by
the incompressible Navier-Stokes equations

𝜕u
𝜕t
+ ∇ ⋅ (u ⊗ u) = −∇p + 1

Re
∇2u,

∇ ⋅ u = 0,
(9.1)

where u = (u, v)T and p are the velocity and pressure fields, respectively. The center of
the cylinder has been chosen as the origin of the reference frame x = (x, y), where x
denotes the streamwise coordinate and y denotes the spanwise coordinate. This study
considers the same computational domain as in [77, 61, 63], extending from x = −5 to
x = 15 in the streamwise direction and from y = −5 to y = 5 in the spanwise direction.
A uniform velocity profile is prescribed at the inflow, a classical stress-free bound-
ary condition is used at the outflow, and free-slip boundary conditions are used on
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the lateral boundaries of the computational domain. The open-source spectral ele-
ment solver Nek5000 [41] is used to solve the equations with a third-order accurate
temporal integration. For the sake of reproducibility, all of the files required to rerun
the simulations presented in this work are freely available at the following address:
https://www.github.com/loiseaujc along with an illustrative Jupyter Notebook.

9.2.1 Direct numerical simulation

Figure 9.2 depicts the evolutionof the lift coefficientCL as a functionof time. This direct
numerical simulation (DNS) has been initialized with

u(x,0) = ub + ϵℜ(û)(x),

where ub is the linearly unstable base flow and ℜ(û)(x) is the real part of the linearly
unstable eigenmode normalized such that its amplitude is equal to unity (see Section
9.2.2 for more details). The parameter ϵ, fixing the initial amplitude of the perturba-
tion, was set such that the initial energy of the perturbation is of the order 10−6.

Figure 9.2: Time series of the instantaneous lift coefficient CL(t), from the linearly unstable base
flow to the marginally stable mean flow, obtained by direct numerical simulation. The black dashed
line depicts the exponential growth predicted by linear stability analysis while the gray shaded
region highlights the window over which flow snapshots have been collected for the POD analysis
presented in Section 9.3.

Three different phases are clearly visible in the time evolution of CL(t), namely, a pe-
riod of exponential growth for 0 ≤ t ≤ 60, the onset of nonlinear saturation for
60 ≤ t ≤ 100, and finally the constant amplitude quasi-harmonic oscillatory regime
for t ≥ 100 characteristic of the von Kármán vortex street. The nonlinear saturation
mechanism is briefly described hereafter. The nonlinear interaction of the instabil-
ity mode with itself produces Reynolds stresses that distort the underlying base flow
which, in turn,modifies the shape of the instabilitymode. This distortion also induces
a frequency shift, the flow oscillating at a frequency almost 30% larger in its final sat-
urated state compared to that predicted by linear stability analysis of the base flow.
This process continues until an equilibrium is achieved, balancing the influence of
the perturbation’s Reynolds stresses onto the instantaneous mean flow and the feed-
back thismeanflowhas onto the instantaneous growth rate of the perturbation.When
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this equilibrium is reached, the flow is in a marginally stable state [9] and the ampli-
tude of the perturbation no longer grows. For a complete description of this stabilizing
nonlinear feedback mechanism, interested readers are referred to the self-consistent
model presented in [68] or the weakly nonlinear analyses conducted by [96] and [27].

9.2.2 Stability of the steady solution

Given afixedpointub of theNavier–Stokes equations, the dynamics of an infinitesimal
perturbation u󸀠 evolving in its vicinity are governed by

𝜕u󸀠
𝜕t
+ ∇ ⋅ (ub ⊗ u

󸀠 + u󸀠 ⊗ ub) = −∇p󸀠 + 1
Re
∇2u󸀠,

∇ ⋅ u󸀠 = 0. (9.2)

Introducing the normal mode ansatz u󸀠(x, t) = û(x)eλt, this set of equations can be
recast into the following generalized eigenvalue problem:

λ [ℐ 0
0 0
] [

û
p̂
] = [
−∇ ⋅ (ub ⊗ ⋅ + ⋅ ⊗ ub) + 1

Re −∇
∇⋅ 0

] [
û
p̂
] . (9.3)

The linear stability of the base flow ub is then governed by the real part of the eigen-
value λ. In the rest of this work, the linearly unstable flow ub has been obtained us-
ing the selective damping approach [1] while the eigenpairs of the linearized Navier–
Stokes operator have been computed using a time stepper Arnoldi algorithm [37, 6,
60, 62]. Interested readers are referred to [30, 108, 97] for exhaustive reviews about
hydrodynamic instabilities.

The vorticity field of the linearly unstable base flow ub at Re = 100 is depicted
in Figure 9.3a. To the best of our knowledge, this is the only fixed point of the Navier–
Stokes equations known for this flow configuration. Its linear stability has been exten-
sively investigated [43, 96, 68, 27], and it is now well known that the bifurcation oc-
curring at Rec ≃ 48 is a supercritical Andronov–Poincaré–Hopf bifurcation eventually
giving rise to the canonical Bénard–von Kármán vortex street. The vorticity field of the
corresponding unstable eigenmode is shown in Figure 9.3b. This complex–conjugate
pair of eigenmodes is the only unstable pair before the onset of three-dimensionality.

From a dynamical system point of view, one thus concludes that, although our
discretized system is of the order 106 dimensions, the unstable linear subspace of the
fixed point is only two-dimensional, i. e., only two degrees of freedom are required to
describe the evolution of the system within this linear subspace. Let us furthermore
consider the following stable and unstable manifold theorem [46].

Theorem 1. Let E be an open subset ofℝn containing the origin, let f ∈ C1(E), and let ϕt
be the flow of the nonlinear system

da
dt
= f (a).
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Suppose that f (0) = 0 and that the Jacobian matrix L = Df (0) has k eigenvalues with
negative real part and n − k eigenvalues with positive real part. Then, there exists a
k-dimensional manifold W s tangent to the stable subspace Es of the linear system

da
dt
= La

at a0 = 0. Similarly, there exists an (n − k)-dimensional unstable manifold Wu tangent
to the unstable subspace Eu.

This theorem is of crucial importance for the understanding of the reduced-order
model to be discussed in Section 9.4. Indeed, although we will eventually consider
the nonlinear evolution of our 106-dimensional system, wewill see that this evolution
can be described by a very simple dynamical system evolving onto a two-dimensional
parabolic manifold originating from the aforementioned unstable subspace Eu.

9.2.3 Stability of the mean flow

For the flowconfiguration consideredherein, the linearly unstable base flowub(x) and
themeanflow ū(x) computed fromDNSdiffer quite significantly fromone another, no-
tably in the size of the recirculation bubble (see Figures 9.3a and 9.4a). Consequently,
predictions of the spatio-temporal characteristics of the fluctuation obtained by linear
stability analysis of the base flow might be misleading.

Figure 9.3: (a) Vorticity field of the linearly unstable base flow for the two-dimensional cylinder flow
at Re = 100. (b) Real part of the leading unstable mode’s vorticity field. In both figures, blue shaded
contours (solid lines) highlight regions of positive vorticity, while red shaded ones (dashed lines)
highlight those of negative vorticity. In (a), a few streamlines are plotted (light gray) to highlight the
extent of the recirculation bubble. (c) Eigenspectrum of the corresponding linearized Navier–Stokes
operator.
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Figure 9.4: (a) Vorticity field of the marginally stable mean flow for the two-dimensional cylinder
flow at Re = 100. (b) Real part of the marginal mode’s vorticity field. In both figures, blue shaded
contours (solid lines) highlight regions of positive vorticity, while red shaded ones (dashed lines)
highlight those of negative vorticity. In (a), a few streamlines are plotted (light gray) to highlight the
extent of the recirculation bubble. (c) Eigenspectrum of the corresponding linearized Navier–Stokes
operator.

Even though themeanflow ū(x) is not a solution of the stationaryNavier–Stokes equa-
tions, it has now become quite standard nonetheless to linearize the Navier–Stokes
equations in its vicinity as to study its linear stability [9, 110, 11]. The eigenspectrum
of the corresponding linearized Navier–Stokes operator is depicted in Figure 9.4c. As
shown in [9], the leading eigenvalues have a zero real part, indicating that this mean
flow is marginally stable. Moreover, while the frequency predicted by linear stability
analysis of the base flow differs by almost 30% from the one recorded in direct nu-
merical simulation, the one predicted by stability analysis of the mean flow almost is
a perfectmatch. Thismismatch results from the strong distortion induced by the insta-
bility mode as it saturates nonlinearly. Similarly, the eigenmode shown in Figure 9.4b
provides amuch better representation of the spatial characteristics of the fluctuations
observed in DNS. For extensive details and theoretical justifications about mean flow
stability analysis, interested readers are referred to [65, 9, 96, 68, 69, 110, 71, 11, 70]
and references therein.

9.3 POD-Galerkin projection of the Navier–Stokes
equations

POD [100, 49] provides a low-rank modal decomposition of fluid flow field data, ex-
tracting themost energeticmodes. It is then possible to project theNavier–Stokes onto
the span of these POD modes, resulting in an approximate low-dimensional model



288 | J.-C. Loiseau et al.

governing the evolution of the mode coefficients. POD-Galerkin models are widely
used as they are interpretable gray-boxmodels and it is straightforward to reconstruct
the high-dimensional state vector of the original system from the low-dimensional
model via the POD modes. The first pioneering example of [4] featured wall turbu-
lence, over three decades ago. Subsequent POD models have been developed for the
transitional boundary layer [83], the mixing layer [111, 114], the cylinder wake [33, 77,
42], and the Ahmed body wake [80], to name only a few. In the present section, di-
mensionality reduction via POD analysis is first presented in Section 9.3.1. Then, Sec-
tions 9.3.2 to 9.3.5 discuss the derivation of the reduced-order model from the Navier–
Stokes equations and its properties, as well as its accuracy and limitations.

9.3.1 Dimensionality reduction – POD analysis

A large number of systems, including but not limited to fluid flows, are governed by
high-dimensional nonlinear dynamics. Nonetheless, becausemost of these nonlinear
dynamical systems are dissipative by nature, their dynamics are likely to evolve onto a
lower-dimensional attractor characterizedby a fewdominant coherent structures con-
taininga significant portionof the system’s energy [49]. Givenahigh-dimensional data
set, the aim of dimensionality reduction is thus to extract a low-dimensional embed-
ding capturingmost of the variability of the original data. One of themost widely used
techniques for dimensionality reduction is POD. It is also known as principal compo-
nent analysis (PCA) in statistics andmachine learning, as Kosambi–Karhunen–Loève
transform in signal processing, or as empirical orthogonal functions in meteorologi-
cal science, and it is closely related to singular value decomposition (see Figure 9.5).
For the sake of conciseness, the mathematical details of POD will not be discussed
herein. For more details, interested readers are referred to [100] and [14]. Note addi-
tionally that POD is discussed at length in this book series; see for instance Chapters 2
and 12 of Volume 1.

The gray shaded region in Figure 9.2 highlights the window over which snapshots
of the base flow-subtracted fluctuation have been collected for the present POD anal-
ysis at a sampling rate approximately 25 times higher than the circular frequency of
the natural vortex shedding. Figure 9.6a depicts the fraction of the fluctuation’s kinetic
energy captured by each of the first 10 PODmodes alongwith its cumulative sum.Note
that, because we have considered base flow-subtracted fluctuations rather thanmean
flow-subtracted ones, the leading POD mode corresponds to the shift mode [77]. This
mode captures the distortion between the base flow and the mean flow (Figure 9.6b)
and accounts for 46% of the whole kinetic energy in our snapshots data set. Consid-
ering the second and third POD modes, related to the vortex shedding (Figure 9.6c),
97.7%of the total kinetic energy is captured. Finally, less than 1%of the kinetic energy
is discarded if one considers the first five POD modes, and less than 0.1% if the first
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Figure 9.5: Schematic representation of the low-rank approximation of the data matrixQ by means
of singular value decomposition. Each column of Q contains one snapshot obtained from direct nu-
merical simulation. The matrixU contains the space-dependent POD modes ui(x) while V contains
the associated temporal evolutions, with superscript H denoting the Hermitian (i. e., complex conju-
gate transpose) operation. Finally, the diagonal matrix Σ contains the singular values whose square
characterizes the amount of variance explained by the associated singular pairs.

Figure 9.6: (a) Fraction of the total variance (∙) explained by each POD mode and the corresponding
cumulative variance (×). This POD analysis has been performed using base flow-subtracted snap-
shots collected during the gray shaded window in Figure 9.2. The zeroth POD eigenvalue in this plot
is associated to the shift mode uΔ. Figures (b) to (e) depict the vorticity distribution of the shift mode
and the first, third, and fifth POD modes, respectively. Only a subset of the whole computational
domain is depicted.
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seven ones are considered. For the sake of completeness, the vorticity field of selected
POD modes are shown in Figure 9.6b–e.

Figure 9.7 depicts the phase plots of these various POD modes. For Figure 9.7a–c,
only the evolution of the flow once it has reached the limit cycle is shown. It can be
seen that, within the (a1, a2)-plane, the evolution of the flow traces a perfect circle
underlining the periodic nature of the saturated vortex shedding for the Reynolds
number considered. Additionally, the phase plots shown in Figure 9.7 highlight that
the third and fourth POD modes correspond to the second harmonics of the vortex
shedding, while the fifth and sixth modes capture its third harmonics. Finally, Fig-
ure 9.7d shows the whole evolution of the system, from the base flow to the mean
flow, projected onto the (a1, aΔ)-plane. As expected, one recovers the well-known low-
dimensional parabolic manifold [77] characteristic of a large number of wake flows.
It is these dynamics that we wish to capture in Section 9.3.2 using a POD-Galerkin
reduced-order model.

Figure 9.7: Phase plots of various POD modes. For (a), (c), and (d), only the evolution once the flow
has reached the limit cycle is depicted. In (b), the whole evolution is shown, from the linearly unsta-
ble base flow to the marginally stable mean flow.

9.3.2 Reduced-order modeling strategy – Galerkin projection

The POD analysis performed in the previous section has revealed that close to 97.5%
of the base flow subtracted fluctuation’s kinetic energy is captured by considering
only the shift mode and the first pair of POD modes. Starting from this observation,
it thus appears reasonable to approximate the velocity field u(x, t) using the following
Galerkin expansion:

u(x, t) ≃ ub(x) + uΔ(x)aΔ(t) + u1(x)a1(t) + u2(x)a2(t), (9.4)

where ub(x) is the linearly unstable fixed point of the Navier–Stokes equations, while
uΔ(x),u1(x) andu2(x) are the velocity fields associatedwith the shiftmode and thefirst
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two POD modes, respectively. Starting from the Navier–Stokes equations, our goal is
thus to derive a low-dimensional system of nonlinearly coupled ordinary differential
equations governing the evolution of the POD modes’ amplitudes ai(t). Introducing
our Galerkin expansion ansatz into the Navier–Stokes equations and projecting the
latter onto the span of our POD basis (this process is known as Galerkin projection),
we obtain evolution equations for each amplitude ai(t) of the form

dai
dt
=∑

j
Lijaj +∑

j
∑
k
Qijkajak , (9.5)

with i, j, k = Δ, 1, 2. By convention, the coefficient a0 associated to the base flow ub(x)
is set to a0 = 1. In the above equation, the linear term is given by

Lij = ⟨ui
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
− ∇ ⋅ (ub ⊗ uj + uj ⊗ ub) +

1
Re
∇2uj⟩,

while the quadratic one is

Qijk = −⟨ui
󵄨󵄨󵄨󵄨∇ ⋅ (uj ⊗ uk)⟩,

where ⟨a|b⟩ denotes the inner product

⟨a|b⟩ = ∫
Ω

a ⋅ bdΩ.

Note that, as in [77], we did not explicitly account for the pressure term. For the
present case, this omission however hardly changes the prediction of the reduced-
order model. For a detailed discussion about the importance (or insignificance) of the
pressure term in POD-Galerkin projection reduced-order models, interested readers
are referred to [79].

9.3.3 Does the model capture the key physics?

Before discussing whether the reduced-order model derived by POD-Galerkin projec-
tion is accurate or not, let us first investigate whether it captures the key physics of the
problem. In the present case, this would imply that:
1. The reduced-order model has a single fixed point located at a = 0.
2. The unstable subspace Eu of the reduced-order model linearized in the vicinity of

a = 0 is two-dimensional and associated with a complex–conjugate eigenpair.
3. As t →∞, the system eventually evolves toward a structurally stable limit cycle.

Itmust be emphasized that if the reduced-ordermodel fails to complywith anyof these
requirements, then it fails at capturing the key physics of the problem.
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Given the low-dimensionality of the present model, condition 1 can easily be (and
has been) checked by performing an extensive Newton search. As expected, the only
fixed point admitted by our reduced-order model is a = 0. The linearization of our
model in the vicinity of this fixed point is given by

da
dt
= La,

with a = [a1 a2 aΔ]
T and

L =
[[[

[

0.042 −0.986 0
0.959 0.046 0
0 0 −0.047

]]]

]

.

Spectral decomposition of this matrix reveals that its eigenvalues are

Λ = {λ1 = 0.044 + i0.972, λ2 = 0.044 − i0.972, λΔ = −0.047}, (9.6)

while the corresponding set of eigenvectors is

EΛ =
{{{
{{{
{

â1 =
[[[

[

1
−i
0

]]]

]

, â2 =
[[[

[

1
i
0

]]]

]

, âΔ =
[[[

[

0
0
1

]]]

]

}}}
}}}
}

. (9.7)

Looking at these eigenpairs, it is clear that, as for the original Navier–Stokes equa-
tions, the fixed point a = 0 of our POD-Galerkin reduced-order model is linearly un-
stable. Moreover, its unstable subspace Eu is also two-dimensional and associated
with complex–conjugate eigenvalues and eigenvectors corresponding to oscillatory
dynamics in the (a1, a2)-plane while it is stable along the direction corresponding to
the shift mode. Condition 2 is thus also fulfilled.

The last condition that needs to be checked is whether or not the system natu-
rally evolves toward a stable limit cycle as t → ∞. To do so, we integrate in time our
reduced-order model using a fourth-order accurate Runge–Kutta scheme. Figure 9.8
depicts the predicted asymptotic evolution. As can be observed, this reduced-order
model does evolve toward a stable limit cycle, although its amplitude is slightly
larger than the amplitude of the limit cycle obtained from direct numerical sim-
ulation of the Navier–Stokes equations. Our reduced-order model thus fulfills all
three necessary conditions we stated at the beginning of this section and, as such,
captures qualitatively the key physics of the two-dimensional cylinder flow. Conse-
quently, the only question that remains to be answered is the following: How ac-
curate is this reduced-order model? The answer to this question is the subject of
Section 9.3.4.
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Figure 9.8: Comparison of the limit cycles observed in DNS (–) and predicted by the three-POD mode
reduced-order model (orange −−).
9.3.4 How accurate is it?

We have shown in the previous section that a reduced-order model derived from the
Navier–Stokes equations by means of a POD-Galerkin projection procedure qualita-
tively captures the key physics of the problem considered, namely:
Property 1: It has a single fixed point at the origin.
Property 2: This fixed point is linearly unstable and the associated unstable subspace

is two-dimensional.
Property 3: As t → ∞, the reduced-order model predicts that the system naturally

evolves toward a periodic limit cycle.

Let us now try to further characterize the accuracy of said reduced-order model. In
particular, we will focus our attention on two critical aspects:
1. Does it appropriately capture the transient dynamics of the flow as it evolves from

the linearly stable base flow to the marginally stable mean flow?
2. How good are its flow reconstruction capabilities?

As to answer to these questions, the reduced-order model is fed with a random initial
condition having the same initial energy as that used in the direct numerical simula-
tion described in Section 9.2, i. e.,

a(0) = αâ1 + βâ2,

such that ‖a(0)‖22 = 10
−6. Figure 9.9 depicts the evolution of the fluctuation’s kinetic

energy as a function of time obtained from direct numerical simulation and predicted
by our POD-Galerkin reduced-order model. Although our low-order model qualita-
tively captures the transient dynamics of the flow, i. e., a period of exponential growth
followed by nonlinear saturation, it is clear that it largely overestimates the transients
duration. Moreover, as nonlinear saturation occurs, the reduced-order model predicts
an energy overshoot before it saturates at a level higher than that observed in DNS.
These two observations put in the limelight two critical issues of a large number of
reduced-order models derived from the Navier–Stokes equations by a POD-Galerkin
procedure.



294 | J.-C. Loiseau et al.

Figure 9.9: Evolution as a function of time of the kinetic energy ℰ(t) of the base flow-subtracted
fluctuation for the DNS and two Galerkin projection reduced-order models using either the first three
or the first nine POD modes.

Let us first consider the problem of the overestimation of the transients duration. This
problem finds its roots in the major difference that exists between the POD modes as-
sociated with the first harmonics of the vortex shedding and the eigenmodes of the
linearized Navier–Stokes operator. Looking at Figure 9.3b and c, it can be seen that
the PODmodes are located further upstream compared to the instability modes. Con-
sequently, while the projection of the linearized Navier–Stokes operator onto the span
of the PODmodes reasonably approximates the dynamics of the system in the vicinity
of the mean flow, it provides a very crude approximation of the dynamics of the sys-
temwhen close to its fixed point, notably in terms of the instability growth rate. This is
a structural problem of POD-Galerkin reduced-order models. Indeed, from a physical
point of view, the instability modes continuously deform into the POD modes as the
amplitude of the fluctuation grows. However, fixing the projection basis a priori using
solely the POD modes prevents the reduced-order model from being able to capture
this mode deformation and the continuous change of dynamics associated with it. As
to alleviate this problem, [77] explicitly included the instability modes into the projec-
tion basis. Although this trick partially solves the problem, it unnecessarily increases
the dimensionality of the reduced-order model.

The second problem of the present low-dimensional model is the energy over-
shoot and the subsequent saturation to a higher level than the one observed in DNS.
This problem arises from the projection of the Navier–Stokes equations onto a finite
number of basis vectors and thus from the chosen truncation of the POD basis. In
the present case, our projection basis consists only of the shift mode (quantifying the
distortion between the base flow and the mean flow) and the POD modes associated
with the first harmonics of the vortex shedding. Because of this choice, the energy
cascade from the large scales to the small scales is truncated early on. As a conse-
quence, the energy extracted by the leading PODmodes from the underlying unstable
base flow cannot be transferred correctly to smaller-scale structures, hence growing
beyond their expected amplitudes and causing the energy overshoot observed in Fig-
ure 9.9. This excess energy is eventually absorbed by the mean flow distortion until
an equilibrium is reached, even though the final kinetic energy of the reduced-order
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model nonetheless saturates at a higher level that the one observed in DNS. A naive
approach to fix this issuewould be to includemore PODmodes in the projection basis.
This is illustrated in Figure 9.9, where the evolution of the kinetic energy predicted by
a reduced-order model derived using a projection basis that includes the POD modes
associatedwith the second, third, and fourth harmonics of the vortex shedding is also
shown. Although increasing the rank of the POD basis from 3 to 9 mitigates the prob-
lem, the energy overshoot still exists. Moreover, including these higher-order modes
in the projection basis also modifies the properties of the linearized dynamics in the
vicinity of the fixed point. In the present case, including the POD modes associated
with the second harmonics of the vortex shedding actually increases the dimension-
ality of the unstable subspaceEu from 2 to 4. In the vicinity of the fixed point, the prop-
erties of the linearized reduced-order model thus become inconsistent with those of
the linearized Navier–Stokes operator.

9.3.5 Limitations of this approach

Although the POD-Galerkin approach to reduced-order modeling has had consider-
able success over the years, it nonetheless suffers from major limitations, even for a
flow configuration as simple as the two-dimensional cylinder flow. For the case con-
sidered herein, four major limitations can be listed:
1. In order to accurately capture the dynamics of the system once on the limit cycle,

the projection basis had to include a relatively large number of modes (i. e., eight)
despite the simplicity of the dynamics, including very low energy modes.

2. The low-dimensional system tends to exhibit an energy overshoot as nonlinear
saturation occurs because of the truncation of the energy cascade. This trunca-
tion of the energy cascade results from the projection of the nonlinear partial dif-
ferential equations onto a finite set of basis vectors.

3. Because of the difference between the linear instability and the POD modes ob-
tained from the limit cycle, the reduced-order model largely overestimates the
transients duration unless the instability modes are explicitly included into the
projection basis.

4. Finally, it can hardly account for the continuous mode deformation taking place
as the flowevolves from the vicinity of the linearly unstable base flow to that of the
marginally stable mean flow. A similar problem arises if one varies the Reynolds
number slowly in time.

Since the generalizedmeanfieldmodel ofNoack et al. [77], various attempts have been
made to limit these shortcomings. For instance, [99] and [113] used eddyviscositymod-
els to account for the added diffusion induced by the truncated modes, while [75] and
[103] used linear interpolation to partially capture the continuous mode deformation.
Recently, [34] have used sparse coding to obtain a nonorthonormal projection basis
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for the turbulent lid-driven cavity flow that nonetheless included some of the small-
scale structures needed for the energy cascade, while [40] combined POD-Galerkin
projection with constrained convex optimization techniques to ensure that the sta-
tistical properties of the POD amplitudes predicted by the reduced-order model were
consistent with those obtained from direct numerical simulations. These works how-
ever still had to include dozens of PODmodes for numerical stability although the dy-
namics of the system are lower-dimensional. Despite all these attempts to increase the
range of validity of the POD-Galerkin projection approach, one must not forget that it
still suffers from one critical limitation that cannot be overcome within this particular
framework: The governing equations of the high-dimensional system (in our case the
Navier–Stokes equations) need to be known before one even tries to perform model
reduction.

9.4 Manifold model

The approachdescribed in the previous section canbeunderstood as a semi-empirical
or partially data-driven approach. Indeed, while on the one hand the projection ba-
sis is obtained via POD of a snapshots data matrix, the Galerkin projection procedure
relies on a priori knowledge of the high-dimensional system’s governing equations.
Let us now consider a fully data-driven model of the flow that leverages the existence
of a low-dimensional nonlinear manifold. Starting from the POD analysis presented
in the previous section, Section 9.4.1 illustrates how one can further reduce the di-
mensionality of the problem by considering the nonlinear correlations existing be-
tween the various POD mode amplitudes. As a second step, a low-dimensional sys-
tem is obtained using recent system identification techniques in Section 9.4.2. Finally,
given that the system under consideration evolves on a low-dimensional manifold,
Section 9.4.5 highlights how one can use Grassmannian manifolds to solve the con-
tinuous mode deformation problem when reconstructing the high-dimensional state
vector of the full-order model, while Section 9.4.6 discusses some of the limitations of
the approach proposed herein.

9.4.1 Looking for nonlinear correlations

PCA (equivalent to POD in mechanical engineering) is one of the most popular di-
mensionality reduction techniques. One of the key reasons for this widespread us-
age is that PCA finds its root in statistics. Moreover, when formulated as a singular
value decomposition, PCA can be understood as an optimal low-rank matrix approx-
imation and can thus leverage highly performing and scalable algorithms to handle
extremely large data sets. Considering only the first few principal components (i. e.,
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the leading left singular vectors of the data matrix), one can define an optimal lin-
ear subspace onto which the data can be orthogonally projected while minimizing
(and quantifying) the amount of information lost in the process. From a statistical
point of view, this orthogonal projection provides linearly uncorrelated features. De-
spite its optimality properties, PCA unfortunately cannot unravel nonlinear correla-
tions in the data and postanalyses are thus required. Accounting for such nonlinear
correlations may however be beneficial to further reduce the dimensionality of the
problem.

Over the years, various alternatives have been proposed to overcome this major
limitation in order to be able to capture nonlinearmanifolds. One can cite for instance
kernel PCA (kPCA) [92], Isomap [107], locally linear embedding (LLE) and its variants
[84, 121, 35], spectral embedding [10], multidimensional scaling (MDS) [17], or all the
variants of autoencoders recently reviewed in [13]. All these techniques are part of a
domain now known asmanifold learning or representation learning. However, for the
particular problem considered herein, the dynamics are sufficiently simple so that we
can assess the existence of nonlinear correlations directly from time series of POD
modes’ amplitudes. From a practical point of view, the existence of a clear pattern in
a phase plot (ai-aj) implies the existence of such nonlinear correlations (see Figure 9.7
for examples).

The POD analysis performed in Section 9.3.1 has revealed that less than 0.1% of
the total kinetic energy in our trainingdata set is discarded ifwe only consider the shift
mode and the first six PODmodes. Given the Fourier-like nature of the PODcoefficients
once the flow evolves on the limit cycle, these can be approximated by

aΔ(t) ≃ ÂΔ,

a1(t) ± ia2(t) ≃ Â1e
±iωt ,

a3(t) ± ia4(t) ≃ Â2e
±i2ωt ,

a5(t) ± ia6(t) ≃ Â3e
±i3ωt ,

where ω is the fundamental frequency of the vortex shedding, ÂΔ is the amplitude
of the shift mode in the saturated stage, and Â1, Â2, and Â3 are the amplitudes of the
first, second, and third pairs of PODmodes, respectively. Guided by physical intuition,
Figure 9.10 summarizes some of the possible triadic interactions arising from the non-
linear convective term ∇ ⋅ (u ⊗ u) of the Navier–Stokes equations. Looking at these
triadic interactions, it thus appears that the dynamics of the shift mode and of the
second pair of POD modes both result from quadratic interactions of the first pair of
POD modes with itself. Similarly, the dynamics of the third pair of POD modes result
from the interaction of the first pair with the second pair of modes. Alternatively, this
last quadratic interaction can also be understood as a cubic interaction of the first pair
with itself. These intuitions are further confirmed by looking at the correlation matrix
depicted in Figure 9.11.
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Figure 9.10: Some of the possible triadic interactions arising from the nonlinear convective term ∇ ⋅(u⊗ u) of the Navier–Stokes equations. These triadic interactions will guide us to determine the form
of nonlinear correlations existing between the amplitudes of the various POD modes considered.

Figure 9.11: Pearson’s ρ correlation coefficient between various monomials of a1 and a2 and the am-
plitude aΔ of the shift mode or the amplitudes a3 to a6 of the higher-order POD modes. Blue denotes
strong positive linear correlation, red denotes strong negative correlation, and white implies no
linear correlation between the two variables considered.

The exact form of these nonlinear correlations can be unraveled by polynomial regres-
sion. Doing so, we obtain the following relationships:

aΔ = 0.41(a
2
1 + a

2
2),

a3 = −0.028(a
2
1 − a

2
2) − 0.13a1a2,

a4 = 0.065(a
2
1 − a

2
2) − 0.056a1a2,

a5 = −0.065a
2
1a2 + 0.022a

3
2 ,

a6 = −0.021a
3
1 + 0.066a

2
2a1.

(9.8)

Figure 9.12 provides a comparison of the evolution of the various POD modes’ ampli-
tudes obtained from DNS and the ones predicted by the nonlinear correlations iden-
tified. As can be observed, these quadratic and cubic correlations accurately capture
the evolution of the higher-order PODmodes aswell as the existence of the paraboloid
manifold. Hence, it is clear that, although POD analysis reveals that seven PODmodes
need to be considered to accurately reconstruct the flow, only two of these modes are
actual degrees of freedom of the system while the rest of them are entirely slaved to
these two. This observation is consistent with the fact that, as shown in Section 9.2,
the unstable subspace of the Navier–Stokes operator linearized in the vicinity of the
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Figure 9.12: Same as Figure 9.7. The evolution of the coefficients a3 and a5 predicted by the non-
linear correlation models is also reported. In (d), only the parabola aΔ = 0.41a21 (i. e., a slice of the
paraboloid manifold in the a2 = 0 plane) is shown.
unstable fixed point is only two-dimensional. The coming section is then devoted to
the identification of the dynamical system governing the dynamics of a1 and a2.

9.4.2 Low-dimensional system identification – SINDy

Advanced regression methods from statistics, such as genetic programming or sparse
regression, are driving new algorithms that identify parsimonious nonlinear dynam-
ics from measurements of complex systems. Bongard and Lipson [16] and Schmidt
and Lipson [91] introduced nonlinear system identification based on genetic program-
ming, which has been used in numerous practical applications in aerospace engineer-
ing, the petroleum industry, and finance. More recently, Brunton et al. [22] have pro-
posed a system identification approach based on sparse regression known as sparse
identification of nonlinear dynamics (SINDy). Following the principle of Ockham’s ra-
zor, SINDy rests on the assumption that there are only a few important terms that gov-
ern the dynamics of a given system so that the equations are sparse in the space of
possible functions. Sparse regression is then used to determine the fewest terms in
a dynamical system required to accurately represent the data. The resulting models
are parsimonious, balancing model complexity with descriptive power while avoid-
ing overfitting and remaining interpretable. For more details about SINDy, interested
readers are referred to Chapter 12 of Volume 1 of the present book series as well as to
the increasing body of literature on the subject [22, 66, 23, 87, 101, 32, 89, 88, 67, 61,
63, 52, 24, 48].

The nonlinear correlation analysis conducted in the previous section has revealed
that the only true degrees of freedom of the system are the POD amplitudes a1 and a2.
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Thus, we now aim to find a nonlinear dynamical system

da1
dt
= f1(a1, a2),

da2
dt
= f2(a1, a2),

(9.9)

where f1 : ℝ2 → ℝ and f2 : ℝ2 → ℝ are two unknown functions to be identified
with SINDy. For the sake of simplicity, we will assume that these two functions are
polynomial functions of a1 and a2. In general, any basis functions may be used in
the SINDy library, although polynomials appear to be a reasonable choice for fluid
systems, based on the quadratic nonlinearity in the Navier–Stokes equations. Given
time series of a1 and a2, we thus define a library of candidate atoms

Θ(a1, a2) = [1 a1 a2 a21 a1a2 a22 a31 a21a2 a1a22 a32]

so that the unknown system can be recast as

da1
dt
= Θ(a1, a2)ξ 1,

da2
dt
= Θ(a1, a2)ξ 2,

(9.10)

where ξ 1 and ξ 2 are the solutions of a sparsity-promoting regression problem. After
some cross-validation, the following system has been identified:

da1
dt
= 0.09a1 − 0.77a2 − 0.016(a

2
1 + a

2
2)a1 − 0.07(a

2
1 + a

2
2)a2,

da2
dt
= 0.8a1 + 0.18a2 + 0.06(a

2
1 + a

2
2)a1 − 0.03(a

2
1 + a

2
2)a2.

(9.11)

As for the POD-Galerkin reduced-order model derived in Section 9.3, let us first inves-
tigate whether the identified model captures the key physics of the problem before
discussing its accuracy.

9.4.3 Does the model capture the key physics?

In order to capture the key physics, the identifiedmodel (9.11) needs to fulfill the same
conditions as those fulfilled by the POD-Galerkin reduced-order model, namely:
Property 1: The model has a single fixed point located at a = 0.
Property 2: The unstable subspace Eu of the model linearized in the vicinity of a = 0

is two-dimensional and associated to a complex–conjugate eigenpair.
Property 3: As t →∞, the system eventually evolves toward a structurally stable limit

cycle.
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Anyone familiar with dynamical system theory might recognize that the model (9.11)
identified with SINDy corresponds to the normal form of a supercritical Andronov–
Poincaré–Hopf bifurcationwhosephaseportrait is depicted inFigure 9.13.As such, the
identifiedmodel fulfills all three conditions at once and thus captures the key physics
of the problem. Identifying such a normal form is consistent with earlier works on the
same flow configuration [102, 94, 123, 77].

Figure 9.13: Phase plane of the low-order model identified using SINDy. The red dot indicates the
linearly unstable fixed point while the red circle highlights the attracting limit cycle.

Before discussing its accuracy, let usmake use of the nonlinear correlations identified
in Section 9.4.1 to recast the present model as

d
dt
[
a1
a2
] = [

0.09(1 − 0.19aΔ) −0.77(1 + 0.09aΔ)

0.8(1 + 0.07aΔ) 0.18(1 − 0.18aΔ)
][

a1
a2
] ,

aΔ = 0.41(a
2
1 + a

2
2).

(9.12)

In this form, the identified model strongly underlines the nonlinear feedback mech-
anism existing between the vortex shedding described by a1 and a2 and the induced
distortion characterized by aΔ. It can moreover be understood as a low-dimensional
counterpart of the self-consistent model proposed by Mantič-Lugo et al. [68] wherein
the “instantaneous” mean flow ū is governed by

∇ ⋅ (ū ⊗ ū) + ∇p̄ − 1
Re
∇2ū = −∇ ⋅ (u󸀠 ⊗ u󸀠),

with u󸀠 ⊗ u󸀠 being the fluctuation’s Reynolds stress tensor, while the fluctuation itself
is governed by the Navier–Stokes equations linearized in the vicinity of the “instanta-
neous” mean flow

𝜕u󸀠
𝜕t
+ ∇ ⋅ (ū ⊗ u󸀠 + u󸀠 ⊗ ū) = −∇p󸀠 + 1

Re
∇2u󸀠.

Comparing these twomodels, it is quite striking that they have a similar structure and
thus both describe the same physics. If one considers an infinitesimal perturbation u󸀠,
its Reynolds stresses become negligible and the instantaneousmean flow ū is nothing
but the linearly unstable base flow ub. However, as the amplitude of the fluctuation



302 | J.-C. Loiseau et al.

grows, so do its Reynolds stresses, causing the instantaneous mean flow ū to slowly
deviate from the base flow ub. Concurrently, this distortion impacts the dynamics of
the fluctuation through the linearized convective term ∇ ⋅ (ū⊗u󸀠 +u󸀠 ⊗ ū). This process
then continues until the distortion ū−ub is such that the instantaneous growth rate of
the fluctuation is zero (i. e., the amplitude of the fluctuation no longer grows), hence
resulting in themarginally stablemeanflow.Using the identifiedmodel, this evolution
of the instantaneous growth rate of the instability as a function of the distortion is
illustrated in Figure 9.14.

Figure 9.14: Evolution of the instantaneous growth rate σ as a function of the distortion aΔ. As the
distortion increases, the flow evolves from the linearly unstable base flow to the marginally stable
mean flow.

9.4.4 How accurate is it?

Let us now assess the accuracy of the identified model compared to direct numeri-
cal simulation. The initial velocity field used in our DNS is first projected onto the
span of the leading POD modes. The corresponding POD coefficients a1(0) and a2(0)
are then used as the initial condition for our reduced-order model. Figure 9.15 pro-
vides a comparison of the trajectory of the system in the phase plane (a1, a2) obtained
from direct numerical simulation (–) and predicted by our reduced-order model (−−).
Surprisingly, an almost perfect agreement is obtained. Note however that this is no
overfitting. Indeed, even though the two trajectories overlap in the (a1, a2)-plane, the
corresponding temporal evolutions slightly differ due to a small underestimation of
the instability growth rate as discussed shortly.

Figure 9.15: Comparison of the evolution of a1 and a2 obtained from direct numerical simulation (–)
and predicted by the identified low-order model (−−).
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Since both the identified model (9.11) and the nonlinear correlations (9.8) are solely
defined in terms of the POD coefficients, it is thus quite straightforward to reconstruct
an estimate of the flow field as done for the POD-Galerkin reduced-order model. Fig-
ure 9.16 depicts the evolution of the base flow-subtracted fluctuation’s kinetic energy
as a function of time observed in direct numerical simulation as well as the evolution
predicted by the POD-Galerkin reduced-order model derived in Section 9.3 and by the
present combination of the manifold model and associated nonlinear correlations.
Quite clearly, the accuracy of the model proposed in the present section largely out-
performs that of the classical POD-Galerkin reduced-order model. In particular, our
model does not suffer from the energy overshoot as nonlinear saturation occurs nor
does it display the saturation to a higher energy level once the system evolves onto the
final limit cycle. However, because we use POD modes computed from the limit cycle
dynamics, the flow reconstructed in the vicinity of the fixed point actually differs from
the true one since these POD modes provide only a crude approximation of the in-
stability modes. This continuous mode deformation problem can however be solved
using Grassmann manifold interpolation techniques discussed in the upcoming sec-
tion. Finally, Figure 9.16 also highlights that the growth rate of the instability is slightly
underestimated by our model, although nothing comparable to the underestimation
of the POD-Galerkin ROM. Two different approaches can be used to correct this minor
flaw:
1. Instead of restricting ourselves to cubic monomials in a1 and a2, one can include

up to seventh-order monomials in the libraryΘ(a1, a2) used for the system identi-
fication. The resultingmodel then corresponds to a higher-order expansion of the
supercritical Hopf bifurcation normal form.

2. Alternatively, if the growth rate of the instability is known a priori, one can force
the linearized low-dimensional operator to have the same eigenvalues as its high-
dimensional counterpart. Such an approach then relies on constrained optimiza-
tion techniques discussed in [61] and [63].

Figure 9.16: Evolution as a function of time of the base flow-subtracted fluctuation’s kinetic energy
ℰ(t) for the DNS, the POD-Galerkin ROM derived in Section 9.3, and the model identified using
SINDy. Note that, for the latter, the model predicts only the evolution of the a1 and a2 POD coeffi-
cients. The other coefficients (aΔ, a3, and a4) are then reconstructed using the nonlinear correlations
identified previously.
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Although not discussed herein, both approaches have been tested and are illustrated
in the accompanying Jupyter Notebook. Both of them result in a more accurate low-
order model even though the resulting model is either more complex (i. e., includes
higher-order terms) or requiresmore advanced computational techniques for the iden-
tification (i. e., constrained ℓ1-penalized regression).

9.4.5 Solving the continuous mode deformation problem:
Grassmann manifold interpolation

The previous section highlighted how the transient and posttransient dynamics of the
two-dimensional cylinder flow could be modeled by a simple self-exciting self limit-
ing quasi-harmonic oscillatorwhose degrees of freedom correspond to the amplitudes
a1(t) and a2(t) of the two leading PODmodes. If one considers only the shift mode and
the first two pairs of POD modes computed from the limit cycle dynamics, the instan-
taneous fluctuating velocity field u󸀠(x, t) is then approximated by

u󸀠(x, t) ≃ upod(x, t) = uΔ(x)aΔ(t) + 4
∑
i=1 ui(x)ai(t). (9.13)

It must be noted, however, that while the above Galerkin expansion provides a highly
accurate approximation of the velocity field once the flow evolves onto the limit cycle,
it poorly approximates the fluctuation’s velocity field during the phase of exponential
growth. This is illustrated in Figure 9.19,whichdepicts the instantaneous relative error

Err(t) =
‖u󸀠(x, t) − upod(x, t)‖2
‖u󸀠(x, t)‖2 .

As shown, the relative error for the POD reconstruction during the initial stage of tran-
sition is of the order of 50%. This mismatch results from the inability of the Galerkin
expansion (9.13) to capture the continuous mode deformation taking place as the sys-
tem evolves from the vicinity of the base flow to that of the mean flow.

One way to circumvent this issue is to reconstruct the flow field based on the fol-
lowing parameterized Galerkin expansion

u󸀠(x, t) ≃ u𝒢(x, t) = uΔ(x, aΔ)aΔ(t) + 4
∑
i=1 ui(x, aΔ)ai(t). (9.14)

In [75, 57, 103], the parameterized expansionmodeswere computed simply by linearly
interpolating between the instability modes obtained from linear stability analysis
and the POD modes from the limit cycle dynamics. Although extremely simple to im-
plement, the elements of the resulting reduced-order basis unfortunately do not form
in general an orthonormal set of vectors. Taking into account the fact that the insta-
bility modes continuously deform into the POD modes as the system evolves onto the
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low-dimensional manifold structuring its phase space, a better reduced-order basis
can however be obtained using so-called Grassmann manifold interpolation. Such an
interpolation technique has been used in [3, 2] to derive linear parameterized reduced-
order models for aeroelastic problems. Detailed mathematical derivation of the inter-
polation scheme is beyond the scope of the present contribution and only the result-
ing algorithmic implementation will be described hereafter. Interested readers are re-
ferred to the PhD thesis of Amsallem [2] for more details. Note moreover that Grass-
mann manifold interpolation is also covered in Chapter 9 of Volume 1 of the present
book series.

Let us consider the linearly unstable base flow and the marginally stable mean
flowas twodifferent operating points of the same systemparameterized by the relative
distortion s = aΔ

max aΔ
. The base flow thus corresponds to s0 = 0, while the mean flow

corresponds to s1 = 1. Furthermore, let us denote byΦ0 ∈ ℝ
n×5 a basis of POD modes

computed from the snapshots takenduring thephase of exponential growth (hereafter
denoted as weakly nonlinear POD modes, see the first row of Figure 9.18), while the
POD basis computed from the mean flow will be denoted asΦ1 ∈ ℝ

n×5. Finally, let us
introduce the Grassmann manifold of n × 5 orthonormal matrices 𝒢(n, 5) and denote
byϕ0 andϕ1 the coordinates associatedwith our two previous bases on thismanifold.
GivenΦ0 andΦ1, our goal is thus to computeΦ(s), i. e., the reduced-order basis for s ∈
[0, 1], under the constraint that it has to live onto𝒢(n, 5). A simple three-stepprocedure
has been derived by [3] for that purpose:
1. Compute the projection ofΦ1 onto the tangent space of the Grassmann manifold

𝒢(n, 5) at the point ϕ0. This projection onto the tangent space is given by the so-
called logarithmic operator at point ϕ0

(ℐ −Φ0Φ
T
0)Φ1(Φ

T
0Φ1)
−1 = UΣVT ,

Γ = U tan−1(Σ)VT ,
(9.15)

with Γ being the projection ofΦ1 onto the tangent space considered.
2. Because this tangent space is flat, one can use simple linear interpolation to ob-

tain Γ(s), i. e., the projection of the yet-unknownbasisΦ(s) onto the tangent space
of the Grassmann manifold at ϕ0. We then have

Γ(s) = U(s tan−1(Σ))VT . (9.16)

Note that, by construction, Γ(0) = 0.
3. Finally, the projection back onto the Grassmann manifold 𝒢 is computed by the

so-called exponential operator at point ϕ0 given by

Φ(s) = Φ0V cos(s tan−1(Σ)) + U sin(s tan−1(Σ)). (9.17)

The overall procedure is schematically represented in Figure 9.17b. Note that, by con-
struction, the reduced-order basisΦ(s) is orthonormal and continuously varies from
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Figure 9.17: Illustration of different reduced-order basis interpolation techniques; ϕ0 denotes our
reference point (i. e., the weakly nonlinear POD basis) and ϕ1 corresponds to the mean flow operat-
ing condition for which we use the classical POD modes. The parameter s is the relative amplitude
of the distortion for which we want to interpolate the corresponding reduced-order basis ϕ(s). The
black thick line highlights the manifold onto which our reduced-order bases should live.

Φ0 for s = 0 toΦ1 for s = 1. This is illustrated in Figure 9.18 wherein the vorticity field
of the instantaneous shift mode and the corresponding first and second harmonics of
the vortex shedding are shown for various values of the relative distortion s, namely,
s = 0, 0.25, 0.5, 0.75, and 1. Finally, Figure 9.19a depicts the evolution as a function of
time of the relative projection error

Err(t) = ‖(ℐ −ΦΦT )u󸀠(x, t)‖2
‖u󸀠(x, t)‖2 ,

whereΦ is either given by the classical POD basisΦ1 or the one obtained from Grass-
mann manifold interpolation Φ(s). Although both bases have the same cardinality,
the one parameterized by the instantaneous relative distortion s largely outperforms
the classical POD one in terms of reconstruction accuracy, notably during the phase
of exponential growth. This is particularly visible in Figure 9.19b depicting the spatial
distribution of the projection error. These results further confirm the inherent low-
dimensionality of the problem considered despite the continuous mode deformation
occurring as nonlinear saturation takes place.

9.4.6 Limitations of the present approach

Although the POD-Galerkin reduced-order model derived in Section 9.3 was able to
capture the key physics of the problem investigated, it nonetheless suffers fromanum-
ber of major limitations listed in Section 9.3.5. On the other hand, the present sec-
tion illustrated how one could identify a highly accurate and interpretable low-order
model of the system by taking into account nonlinear correlations in the POD decom-
position and the existence of a low-dimensional manifold. The existence of this low-
dimensional manifold moreover enabled us to propose a highly accurate parameter-
ized projection basis largely outperforming classical POD-Galerkin expansion of the
velocity, notably in the initial stage of transition where the fluctuation’s velocity field
is well approximated by the instability modes rather than the POD ones.
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Figure 9.18: Evolution of the different POD modes obtained by Grassmann manifold interpolation as
the flow evolves from the linearly unstable base flow (top) to the marginally stable mean flow (bot-
tom). The intermediate rows correspond to a relative distortion of 25%, 50%, and 75%, respectively.
Column (a) depicts the shift mode uΔ, (b) depicts the first harmonics of the vortex shedding, and (c)
depicts the second harmonics. Note that, for each value of the relative distortion, these modes form
an orthonormal set of vectors.

To the best of our knowledge, the present reduced-order model is the lowest-
dimensional and yet most accurate reduced-order model capturing the transient and
posttransient dynamics of the two-dimensional cylinder flow. Note moreover that
the exact same methodology is likely to be directly applicable to any other flow con-
figuration exhibiting similar dynamics. Despite its impressive accuracy, one must
however remain conscious that the methodology proposed herein also has some lim-
itations. First and foremost, the identification of the reduced-order model relied on
the existence of a low-dimensional manifold and on our ability to define a corre-
sponding nonlinear embedding of the original high-dimensional data. Although such
low-dimensional nonlinear manifolds are likely to exist for a large class of dissipative
dynamical systems, they may however be higher-dimensional and/or more compli-
cated to capture. Nonetheless, in such cases one could use advanced techniques
from manifold learning such as kPCA [92, 93], Isomap [107], LLE and its variants
[84, 121, 35], spectral embedding [10], MDS [17], or autoencoders [13].

Secondly, we assumed that the right-hand side f (a) of our low-order model

da
dt
= f (a)

could be expressed as a linear combination of monomials in a1 and a2. While this
choice may be justified for a large class of dynamical systems, the present choice pre-
cludes the identification of systems involving other types of nonlinearities, such as
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Figure 9.19: (a) Comparison of the relative error for the orthogonal projection of the base flow-
subtracted fluctuation’s velocity field onto either the leading five POD modes (–) extracted from
the limit cycle dynamics or the Grassmann interpolated ones (−−). The direct numerical simulation
has been started from an initial condition close to the linearly unstable base flow. (b) Spatial distri-
bution of the projection error at various times. The vertical velocity component is shown. From top
to bottom: t = 6 (exponential growth of the instability), t = 60 (onset of nonlinear saturation), and
t = 120 (asymptotic limit cycle).
rational functions. It must be noted however that the SINDy framework is quite exten-
sible and various extensions have been proposed since [22] to enable the identification
of dynamical systems with exotic nonlinearities; see for instance [66]. Alternatively, if
the dynamics appear to be strongly nonlinear and not expressible in terms of classi-
cal analytical functions, one could include wavelets in the library Θ(a) used in the
identification or turn to a class of neural networks known as long short-term memory
(LSTM). Although one would sacrifice interpretability by doing so, recent works have
shown that such LSTM deep neural networks are able to capture and reproduce the
chaotic spatio-temporal dynamics of the Kuramoto-Sivashinky equation [112, 26].

9.5 Good practices

The two-dimensional cylinder flowat Re = 100 is a prototypical example fromfluid dy-
namics capturing the key physics of bluff body flows. Despite the low-dimensionality
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of the flow dynamics, it has been shown that a reduced-order model derived from a
naive POD-Galerkin projection procedure fails to accurately reproduce the dynamics
of the flow, most notably its transient dynamics. The key reasons for this failure, ex-
plained in [77], are twofold:
1. Galerkin projection of the Navier–Stokes equations onto the span of a low-

dimensional POD basis causes a disruption of the energy cascade, hence giving
rise to the energy overshoot illustrated in Figure 9.9.

2. POD modes are classically computed from statistically steady operating condi-
tions. Consequently, this set of modes may provide only a crude approximation
of the fluctuation’s velocity field during transient dynamics. As a consequence,
the corresponding low-dimensional linear operator obtained from Galerkin pro-
jection does not correctly capture the spectral properties of its high-dimensional
counterpart.

Recent advances in data-driven techniques and machine learning are likely to help
overcoming these limitations. It must be emphasized however that, despite their im-
pressive successes regularly reported in mainstream and scientific media, blindly ap-
plying techniques from machine learning (and in particular from deep learning) to
fluid dynamics problems may give rise to overly complicated models. The aim of this
section is to discuss a set of goodpractices that, according to the authors, are of crucial
importance when it comes to data-driven reduced-order modeling.

9.5.1 Dimensionality reduction

The aim of reduced-order modeling is to obtain a low-dimensional representation of
the dynamics of the original high-dimensional system. The very first step is thus to
apply dimensionality reduction. POD, which is discussed at length in this book series,
is the standard choice in mechanical engineering due to its ability to rank the modes
according to the fraction of the fluctuation’s kinetic energy they capture. Once the
POD modes have been computed, most of the reduced-order models proposed in the
literature then carry on directlywith the derivation of the low-dimensionalmodel gov-
erning the dynamics of these modes. It must be noted, however, that, as discussed in
the previous section, POD analysis provides a set ofmodeswhose temporal evolutions
are only linearly uncorrelated. Hence, truncated POD corresponds simply to an opti-
mal linear embedding of our original high-dimensional data set into a lower linear
subspace. While this property might be beneficial for reduced-order models of linear
systems, dissipative nonlinear dynamical systems are typically characterized by non-
linear correlations across vastly different ranges of temporal and/or spatial scales.
Consequently, if the data turn out to live on a low-dimensional nonlinear manifold,
POD analysis would then overestimate the number of dimensions required to describe
the dynamics of the system. Accounting for these nonlinear correlations is thus a key
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problem for standard reduced-order modeling strategies which is often disregarded
by practitioners, although it may cause the identified/derived reduced-order model to
be unnecessarily complicated.

Looking for nonlinear correlations between the various features of a multivariate
time series is obviously significantly more complicated than looking for simple lin-
ear correlations. Given the quadratic nature of the nonlinear convective term in the
Navier–Stokes equations, it seems however reasonable to restrict ourselves to poly-
nomial correlations. Moreover, when the investigated flow exhibits only periodic dy-
namics as for the one considered herein, one can simply guess a priori the variables
involved in the correlations by considering a limited number of triadic interactions.
Polynomial regression can then be used to unravel the exact form of these nonlinear
correlations. For more complicated flow configurations (e. g., chaotic and/or higher-
dimensional dynamics), this task can however quickly become intractable without
further preprocessing. Recently, Lopez-Paz et al. [64] proposed a new correlation met-
ric to unravel whether two features of a multivariate time series are nonlinearly cor-
related or not: the randomized dependence coefficient (RDC). Mathematical derivation
of this metric is far beyond the scope of this contribution and interested readers are
referred to the original paper [64] for more details. Note that this nonlinear correla-
tion metric is extremely simple to use and can be implemented with less than 10 lines
of R or Python. Preliminary results on a high Reynolds number shear-driven cavity
flowhave shown that the shear-layer dynamics and inner-cavity flowwere onlyweakly
nonlinearly correlated, thus considerably simplifying the identification of a reduced-
order model with only four degrees of freedom. As an element of comparison, a clas-
sical POD-Galerkin reduced-order model would involve 12 to 15 degrees of freedom.

Although the combination of POD, RDC analysis, and polynomial regression has
now become one of the standard approaches used by the present authors, it must be
noted that numerous other alternatives exist to unravel nonlinear correlations. In the
field ofmachine learning, these tools form a subset known asmanifold learning or rep-
resentation learning. From the authors’ point of view, a particularly interesting tech-
nique from manifold learning is the use of so-called autoencoders. This is the subject
of ongoing investigations by the present authors. Formore details about autoencoders
and manifold learning, please see the excellent review article by Bengio et al. [13].

9.5.2 System identification

The field of system identification uses statistical methods to build mathematical
models of dynamical systems from measured data. With respect to the classifica-
tion proposed in [115], system identification enables us to obtain either gray-box or
black-boxmodels. Variousmethods have been proposed over the years. Some of these
are classified in Figure 9.20 depending on the complexity (linear or nonlinear, in-
terpretable or noninterpretable) of the resulting model. While the identification of



9 Sparse feature-based manifold modeling | 311

Figure 9.20: Classification of various system identification techniques based on the complexity of
the resulting model. On the left, these techniques and their variants enable the identification of
linear input–output models. At the center, NARMAX, EDMD, and SINDy allow one to identify inter-
pretable input–output nonlinear dynamical systems. Finally, on the right, neural networks and their
variants give rise to black-box strongly nonlinear models.

a linear time-invariant dynamical system has a plethora of theoretical results, theo-
retical guarantees for nonlinear system recovery are much more scarce. Like many
fields, nonlinear system identification has nonetheless been revolutionized with the
popularization of deep learning. It must be noted however that, from the authors’
point of view, a number of recent studies have put too much emphasis on illustrating
deep learning techniques while discarding the possibility that the system considered
could be modeled using a much simpler approach, notably studies which have used
the two-dimensional cylinder flow as an illustration. Following Ockham’s razor, we
thus strongly encourage practitioners to try linear system identification first (e. g.,
ERA, DMD, ARMAX), before moving to interpretable nonlinear system identification
(e. g., NARMAX, SINDy) and eventually neural network-based techniques only if the
previous two approaches have failed.

9.6 Conclusion

This work proposes a new reduced-order modeling procedure for unsteady fluid flows
that yields accurate nonlinear models and insight into relevant flow structures. This
procedure identifies sparse interpretable nonlinear models, not on the full fluid state,
but from time-resolved measurements of the leading POD coefficients that may be
realistically obtained in experiments. The sparsity of the model prevents overfitting
and uncovers key nonlinear interaction terms. Althoughmodels are data-driven, they
are interpretable, and it is also possible to incorporate partial prior knowledge of the
physics or constraints to improve the models. If the stability modes are also available,
it is possible to estimate the full state from the sparse model using Grassmann man-
ifold interpolation: The full state is expanded in terms of a parameterized reduced-
order basis, based on the dynamics.

This methodology is illustrated using the canonical two-dimensional cylinder
flow at Re = 100. Despite its simplicity, this flow configuration is a prototypical exam-
ple capturing the key physics of bluff body flows. Even though this study uses data
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from direct numerical simulations, the overall strategy is generally applicable to a
real flow experiment with minor modifications. Despite their simplicity, the identified
models do not suffer the same drawbacks as reduced-order models obtained from a
Galerkin projection procedure, namely, overestimation of the duration of transients
and energy overshoots at the onset of nonlinear saturation. Instead, the identified
sparse models provide simple explanations for the nonlinear saturation process of
globally unstable flows. Moreover, the models are based on sensor measurements,
which may include POD coefficients, lift, drag, or pressure measurements that are
physically linked to the geometry. Working in these intrinsic coordinates has the
potential to overcome many of the limitations of classical modal-based projection
methods, including mode deformation due to moving geometry and varying parame-
ters.

9.7 Perspectives

The effectiveness of the reduced-order models identified and the modularity of the
methodology proposed in the present work suggest a number of exciting future di-
rections. There is significant potential for these methods to be applied broadly to ob-
tain interpretable reduced-order models for a range of flow configurations in simu-
lations and experiments. For example, these manifold models may be applied to de-
velop nonlinear unsteady aerodynamic models, generalizing previous linear and lin-
ear parameter-varying models [19, 20, 47].

A key motivation in this work is its extension to flow control. Given a feature vec-
tor a and actuators characterized by a control law b(t), one could use SINDywith con-
trol [23, 52] in order to identify low-order models

da
dt
= f (a,b)

that incorporate the influenceof the actuationbon thedynamics ofa. Combining such
an approach with machine learning control [36] may result in interpretable models of
entirely new flow behaviors and previously unobserved flow physics that are discov-
ered in the controlled flow. The identifiedmodels can then serve as a low-dimensional
representation of the actual system in order to facilitate the computation of nonlinear
optimal feedback control laws. This is an area of active research by the authors. In the
near future, the authors aim to apply themethodology introduced in the present work
to the optimal control of experimental flows.

There are a number of methodological extensions that may improve the perfor-
mance of this sparse modeling framework. First, it will be important to demonstrate
that thesemethods scale favorably to systemswith higher-dimensional attractors. Be-
cause the algorithms are based on simple regression and sparse optimization, they
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should remain computationally tractable. Next, it may be possible to increase the ac-
curacy of the Grassmann interpolation by building local modal libraries in different
dynamic regimes (e. g., linear instability, saturated limit cycle, etc.). The storage re-
quirements may further be reduced using compression techniques and sparse sam-
pling. Finally, it has been demonstrated in [63] how such manifold models could be
identified directly from sensor measurements such as the lift and drag coefficients.
For the present flow configuration, the present authors identified that the dynamical
system governing the dynamics of the lift coefficient CL(t) of the form

d2CL
dt2
+ (σ − [αC2L + β(

dCL
dt
)
2
])

dCL
dt
+ ω2

0CL = 0.

Such sensor-based models are strongly related to the existence of a low-dimensional
manifold structuring the phase space of the system investigated and to the strong
correlations existing between the various sensor measurements considered and the
spatio-temporal coherent structures found in the flow. Our ability to identify such
sensor-based manifold models may eventually have a major impact in experimental
fluid mechanics and flow control.

A data-driven generalization of manifold models are cluster-based network mod-
els, where the snapshots are coarse-grained by centroids and the topology is encoded
in a transition model between these centroids [58]. Such models may approximate
broadband-frequency wall turbulence for dozens of different wall surface actuations
[39]. Theprice for for this conceptually simple, automatable, and robust reduced-order
modeling avenue is that themanifold and sparse dynamics still need to be distilled—if
they exist.
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10 Model order reduction in uncertainty

quantification
Abstract: Mathematical models include parameters, which are often affected by un-
certainties due to measurement errors or imperfections of an industrial production,
for example. In uncertainty quantification (UQ), parameter variations are often de-
scribed by random variables or random processes. Of course the resulting stochastic
model exhibits a higher complexity in comparison to the original model. Thus meth-
ods of model order reduction (MOR) become attractive to save computational effort in
UQ. We consider dynamical systems consisting of ordinary differential equations or
differential algebraic equations. The focus is on linear dynamical systems. On the one
hand, state variables and output variables can be expanded into a series with given
orthogonal polynomials and unknown coefficient functions. A stochastic Galerkin
method yields a high-dimensional deterministic system satisfied by an approxima-
tion of the coefficient functions. A stochastic collocation method can also be written
as a large weakly coupled deterministic system. We use traditional MOR methods
to shrink the dimensionality of the large systems. On the other hand, quantities of
interest typically represent probabilistic integrals like moments or failure probabil-
ities, for example. Multidimensional quadrature methods and sampling techniques
directly generate approximations of these statistics. Therein, the original dynami-
cal system has to be solved many times for different realizations of the parameters.
Thus high-dimensional dynamical systems cause a huge total computational effort.
We discuss methods of parametric MOR to reuse a reduced-order model for differ-
ent parameter values. Finally, numerical results are demonstrated for test examples,
where we perform the reduction of large deterministic systems as well as parametric
MOR.

Keywords: Model order reduction, uncertainty quantification, polynomial chaos,
quadrature, reduced basis method
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10.1 Introduction

In science and engineering, mathematical modeling often yields systems of ordinary
differential equations (ODEs), differential algebraic equations (DAEs), or partial differ-
ential equations (PDEs). The systems include physical parameters or geometrical pa-
rameters, which exhibit uncertainties due to modeling errors, measurement errors, or
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imperfections of an industrial production.Uncertainty quantification (UQ)determines
the sensitivity of the model outputs with respect to these parameter variations. Often
a stochastic modeling is used, where uncertain parameters are replaced by random
variables, random processes, or spatial random fields; see [44, 46]. Now the model
output also becomes a random process or a random field.

The dynamical systems may be low-dimensional or high-dimensional. In any
case, the presence of random variables increases the complexity of the differential
equations. In some numerical methods, a stochastic discretization yields a determin-
istic dynamical system of a much higher dimension. Now methods of model order
reduction (MOR) are attractive to decrease the complexity and thus save computa-
tional effort in the numerical simulation. Efficient MORmethods are already available
for deterministic systems of differential equations or differential algebraic equations;
see [2, 6, 7, 9, 16, 40].

We consider a polynomial chaos expansion (see [3, 45]) of the random quantity
of interest (QoI) in a small- or medium-sized linear dynamical system. The expan-
sion includes orthogonal basis polynomials and unknown time-dependent coefficient
functions. The stochastic Galerkin method yields a coupled deterministic linear dy-
namical system of high dimensionality, whose solution approximates the coefficient
functions; see [21, 31, 42]. MOR methods have been applied to this high-dimensional
system in [15, 35, 36, 38], for example. Alternatively, a stochastic collocation technique
using a quadrature rule or a sampling method provides approximations of the coef-
ficient functions. We write the stochastic collocation method in the form of a weakly
coupled deterministic linear dynamical system; see [33, 34]. Now the system is high-
dimensional and thus common MOR methods can be applied.

The concept of parametric MOR (pMOR) becomes attractive in the case of param-
eter-dependent systems with high dimensionality. Its aim is the efficient computation
of reduced-order models (ROMs) for a (possibly) large number of realizations of the
parameters. Methods of pMOR and their applications are demonstrated in [5, 8, 13],
for example. We address the usage of pMOR in problems of UQ. An ROM represents
a surrogate model, which can be solved instead of the original dynamical system.
Therein, statistics of the randomQoI are computed like themoments, for example.We
also discuss reduced basis methods, which can be seen as a class of pMOR methods.
Reduced basis techniques are efficient for many spatial problems modeled by PDEs;
see [18, 22, 30]. A rigorous investigation of reduced basis methods for UQ can be found
in [11].

This chapter is organized as follows. We introduce UQ of dynamical systems and
the stochastic modeling in Section 10.2. MOR of deterministic dynamical systems,
which are generated by stochastic discretizations, are addressed in Section 10.3.
PMOR of dynamical systems with random parameters is considered in Section 10.4.
Finally, we illustrate numerical simulations of test examples for both cases in Sec-
tion 10.5.
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10.2 Stochastic models and methods
Wereview the stochasticmodeling andnumerical techniques to solve the arisingprob-
lems in this section.

10.2.1 Dynamical systems

Let a nonlinear dynamical system be given in the form

E(μ)ẋ(t,μ) = A(μ)x(t,μ) + F(x(t,μ),μ) + B(μ)u(t),
y(t,μ) = C(μ)x(t,μ), (10.1)

with matrices and functions depending on physical and/or geometrical parameters
μ ∈ 𝒟 ⊆ ℝp. The sizes of the matrices are A,E ∈ ℝn×n, B ∈ ℝn×nin , C ∈ ℝnout×n. The
system involves a nonlinear function F : ℝn × 𝒟 → ℝn. For nonsingular matrices E,
the system consists of ODEs with the state variables x : [t0,T] ×𝒟 → ℝn. For singular
matrices E, a system of DAEs is given with the inner variables x. We consider initial
value problems

x(t0,μ) = x0(μ) for μ ∈ 𝒟, (10.2)

with apredetermined functionx0 : 𝒟 → ℝn. In the case ofDAEs, the initial valueshave
to satisfy consistency conditions and typically depend on the physical parameters of
the system.

An input u : [t0,T] → ℝnin is supplied to the system (10.1). An output y : [t0,T] ×
𝒟 → ℝnout is defined as a QoI by the state variables or inner variables and thematrix C.
Without loss of generality, we restrict the analysis to the case of a single output, i. e.,
nout = 1.

Efficient methods of MOR are available for linear time-invariant dynamical sys-
tems of the form

E(μ)ẋ(t,μ) = A(μ)x(t,μ) + B(μ)u(t),
y(t,μ) = C(μ)x(t,μ). (10.3)

Typical MOR methods are balanced truncation, as described in Chapter 2 of Volume 1
ofModel order reduction, and Krylov subspace methods, as described in Chapter 3 of
Volume 1 ofModel order reduction. Thus we focus on linear dynamical systems (10.3).
We assume that the linear dynamical system (10.3) is asymptotically stable for all
μ ∈ 𝒟. Hence each eigenvalue λ satisfying det(λE(μ) − A(μ)) = 0 has a strictly neg-
ative real part.

In MOR, a dynamical system of a much lower dimension r ≪ n is constructed,
whose output ȳ is still a good approximation of the QoI y in the original system (10.1)
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or (10.3). Let a fixed parameter value μ ∈ 𝒟 be given. The ROM of the linear dynamical
system (10.3) reads as

Ē(μ) ̇x̄(t,μ) = Ā(μ)x(t,μ) + B̄(μ)u(t),
ȳ(t,μ) = C̄(μ)x̄(t,μ). (10.4)

Projection-based MOR applies two matrices V ,W ∈ ℝn×r of full rank. Typically, an
orthogonal matrix V is supposed, i. e., V⊤V = Ir with identity matrix Ir ∈ ℝr×r . The
matrices of the linear dynamical system are reduced by

Ā(μ) = W⊤A(μ)V , B̄(μ) = W⊤B(μ),

C̄(μ) = C(μ)V , Ē(μ) = W⊤E(μ)V .
(10.5)

If the two projection matrices coincide (V = W), then the MOR method is of Galerkin
type. In common MOR, the projection matrices are computed for each required pa-
rameter value μ ∈ 𝒟 separately. pMOR addresses the parameter variation in a whole
domain𝒟, which is considered in Section 10.4.1.

MORof general nonlinear dynamical systems (10.1) represents a critical task.More
efficient MORmethods are available for quadratic-bilinear (QB) systems; see [1, 4] and
Chapter 3 of Volume 1 ofModel order reduction. Sometimes a nonlinear dynamical sys-
tem can be transformed into an equivalent QB system. Alternatively, the construction
of approximative QB systems is feasible.

Furthermore, an overviewon software ofMORmethods canbe found in Chapter 13
of this volume.

10.2.2 Stochastic modeling

The parameters are often affected by uncertainties in the systems (10.1) or (10.3).
A common approach in UQ is to consider the parameters as independent random
variables μ : Ω → 𝒟 on some probability space (Ω,𝒜,P) with event space Ω, sigma-
algebra 𝒜, and probability measure P. Often traditional probability distributions are
applied like uniform, beta, Gaussian, etc. We assume that a joint probability density
function ρ : 𝒟 → ℝ is available. Consequently, the output becomes a random process.
The expected value of a measurable function f : 𝒟 → ℝ depending on the random
variables reads as

𝔼[f ] = ∫
Ω

f (μ(ω))dP(ω) = ∫
𝒟

f (μ)ρ(μ)dμ, (10.6)

provided that the integral exists. The moments are 𝔼[f k] for positive integers k. The
variance is the second central moment

Var[f ] = 𝔼[f 2] − 𝔼[f ]2 (10.7)
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as usual and the standard deviation is its square root σ[f ] = √Var[f ]. The skewness
and the kurtosis also represent interesting statistical quantities. They are given by the
third and fourth standardized moments, respectively, i. e.,

ηj =
𝔼[(f − 𝔼[f ])j]

σ[f ]j
(10.8)

for j = 3, 4.
In the dynamical systems (10.1) and (10.3), both the state variables and the output

(QoI) change into random processes due to the stochastic modeling. Thus the com-
plexity of the problem increases significantly.

10.2.3 Quadrature and sampling

In a stochasticmodel, the desired data typically represent probabilistic integrals of the
form (10.6). For example, moments are defined by the powers of a function and failure
probabilities are given by an indicator function or a characteristic function; see [19].
Since the QoI is the random process y, the integrands are time-dependent. Sometimes
just the QoI at a final time t = T is considered.

A well-known approach to discretize a probabilistic integral is a multivariate
quadrature rule or a samplingmethod. Each technique is determined by a set of nodes
{μ(1), . . . ,μ(k)} ⊂ 𝒟 in the parameter domain and a set of weights {γ1, . . . , γk} ⊂ ℝ. The
sum of the weights is always one. The numerical approximation of a probabilistic
integral becomes a finite sum

∫
𝒟

f (μ)ρ(μ)dμ ≈
k
∑
ℓ=1

γℓf (μ
(ℓ)). (10.9)

In the case of low numbers of random parameters (say, p ≤ 5), we can use tensor
product formulas of univariate quadrature rules. Thesemethodsbecome inefficient for
higher dimensions due to the curse of dimensionality. Sparse grids or specific quadra-
ture rules are available for large dimensions; see [17, 29, 43]. The curse of dimensional-
ity is omitted in the sparse grid construction.Adrawback is that oftennegativeweights
occur. However, also sparse grids become computationally infeasible for very high di-
mensions (say, p > 30). Consequently, we have to apply sampling schemes like Monte
Carlo or quasi-Monte Carlo methods; see [28]. The weights become γℓ =

1
k for all ℓ

in each sampling scheme. Pseudo-random numbers or sequences of low discrepancy
yield the nodes in aMonte Carlo or quasi-Monte Carlomethod, respectively. Any num-
ber k can be chosen in a sampling method. Yet high-dimensional problems require
typically a large number k to achieve sufficiently accurate results.

Figure 10.1 illustrates examples of the nodes for different methods in the case of
two independent uniformly distributed random variables μi ∈ [0, 1] for i = 1, 2.
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Figure 10.1: Nodes in quadrature rules or sampling methods for two uniformly distributed random
variables: (i) tensor product Gauss–Legendre quadrature (100 points), (ii) sparse grid of level 4
based on the Clenshaw–Curtis rule (65 points), (iii) Monte Carlo with pseudo-random numbers
(100 points), (iv) quasi-Monte Carlo with Halton sequence (100 points).

Since we consider dynamical systems (10.1) or (10.3) with a QoI, a function f depends
on y in the integrand of (10.6), i. e., f (μ) = ̃f (y(t,μ)) for fixed t. Hence the evaluation
of an approximation (10.9) requires to solve k times an initial value problem of the dy-
namical system. This effort dominates the computation work in the stochastic model.
The total effort is roughly proportional to k.

10.2.4 Polynomial expansions
The expected value (10.6) implies the inner product

⟨f , g⟩ = 𝔼[fg] = ∫
𝒟

f (μ)g(μ)ρ(μ)dμ (10.10)
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for two measurable functions depending on the random parameters. The associated
Hilbert space is the set of square integrable functions

ℒ2(𝒟, ρ) = {f : 𝒟 → ℝ : f measurable and 𝔼[f 2] <∞}. (10.11)

Its norm reads as ‖f ‖ℒ2 = √⟨f , f ⟩.
We apply an expansion of the random process y into a set of orthogonal poly-

nomials. Each traditional probability distribution exhibits a sequence of orthogonal
polynomials (see [45]): Legendre polynomials for uniform distribution, Hermite poly-
nomials for Gaussian distribution, Jacobi polynomials for beta distribution, etc. Let
(ϕ(q)j (μq))j∈ℕ0 be the sequence of univariate orthonormal polynomials associated to
the q-th random variable. The degree of the j-th polynomial is exactly j. We assume
that the orthonormal basis is complete, which holds true for Gaussian, uniform, beta,
and other distributions. However, there are exceptions; see [12]. Themultivariate poly-
nomials are just the products of the univariate polynomials. The set of all basis poly-
nomials up to total degree d reads as

{Φi(μ) = ϕ
(1)
j1
(μ1)ϕ
(2)
j2
(μ2) ⋅ ⋅ ⋅ϕ

(p)
jp
(μp) : j1 + j2 + ⋅ ⋅ ⋅ + jp ≤ d}. (10.12)

There is a one-to-one mapping between the indices i = 1, 2, 3, . . . and the multiindices
(j1, j2, . . . , jp). The basis polynomials (Φi)i∈ℕ satisfy the orthogonality property

⟨Φi,Φk⟩ = {
0 for i ̸= k,
1 for i = k,

with the inner product (10.10). The cardinality of the set (10.12) is (see [46])

(
p + d
d
) =
(p + d)!
p!d!
. (10.13)

Hence the number of basis polynomials becomes large for large numbers p of random
variables, even if the total degree is moderate, say, 2 ≤ d ≤ 5. Figure 10.2 illustrates
the growth of the number of multivariate basis polynomials.

Series including the orthogonal basis functions are called polynomial chaos (PC)
expansions. The technique is analogous to Fourier series, where the trigonometric
polynomials are just replaced by the orthonormal polynomials (10.12) with respect
to the inner product (10.10). We expand the QoI satisfying the linear dynamical sys-
tem (10.3) into

y(t,μ) =
∞
∑
i=1

wi(t)Φi(μ), (10.14)

with a priori unknown coefficient functions wi : [t0,T]→ ℝ satisfying

wi(t) = ⟨y(t,μ),Φi(μ)⟩ = ∫
𝒟

y(t,μ)Φi(μ)ρ(μ)dμ (10.15)
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Figure 10.2: Number of basis polynomials in dependence on number of random variables for differ-
ent total degrees (in semi-logarithmic scale).

for i ∈ ℕ. We obtain a finite approximation by a truncation of the series (10.14), i. e.,

y(m)(t,μ) =
m
∑
i=1

wi(t)Φi(μ). (10.16)

The approximations (10.16) converge pointwise in time to the random process y for
m→∞ in the ℒ2-norm provided that the basis is complete.

We include all basis polynomials (10.12) up to some total degree d, where the num-
ber m is equal to (10.13). Let Φ1 ≡ 1 be the constant polynomial of degree zero. The
approximation (10.16) also yields the expected value as well as an approximation of
the variance (10.7) via

𝔼[y(t, ⋅)] = w1(t) and Var[y(t, ⋅)] ≈
m
∑
i=2

wi(t)
2. (10.17)

The task is to compute numerically the coefficient functions of the truncated se-
ries (10.16) in this approach.

10.3 MOR for stochastic expansions
Wedemonstrate the potential to applyMORmethods for the numerical computation of
the unknown coefficient functions in the PC expansions introduced in Section 10.2.4.

10.3.1 Stochastic Galerkin method
Let v = (v⊤1 , . . . , v

⊤
m)
⊤ ∈ ℝmn and w = (w1, . . . ,wm)

⊤ ∈ ℝm. The random-dependent
system (10.3) changes into a larger coupled linear dynamical system

Êv̇(t) = Âv(t) + B̂u(t),

w(t) = Ĉv(t), (10.18)
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with constant matrices Â, Ê ∈ ℝmn×mn, B̂ ∈ ℝmn×nin , and Ĉ ∈ ℝm×mn. Initial values
v(t0) = v0 follow from a truncated PC expansion of the initial condition (10.2). The
stochastic Galerkin system (10.18) always featuresmultiple outputs even if the original
system (10.3) has a single output. The number of inputs remains the same.

To define the matrices in the coupled system, we introduce an auxiliary matrix
and a column vector by

S(μ) = (Φi(μ)Φj(μ))i,j=1,...,m ∈ ℝ
m×m and s(μ) = (Φi(μ))i=1,...,m ∈ ℝ

m.

The matrices follow from the original matrices in (10.3) by probabilistic integrals

Â = 𝔼[S ⊗ A], B̂ = 𝔼[s ⊗ B], Ĉ = 𝔼[S ⊗ C], Ê = 𝔼[S ⊗ E], (10.19)

using the Kronecker product ⊗, where the expected values (10.6) are calculated com-
ponentwise. If the matrices of the system (10.3) represent polynomials of the random
variables, then the expected values can often be calculated analytically. Otherwise,
numerical quadrature schemes are required to calculate the matrices once.

The linearGalerkin system (10.18)maybeunstable, even though the systems (10.3)
are asymptotically stable for (strictly) all realizations of the random variables. How-
ever, such a loss of stability hardly occurs within problems from the applications.
Examples of stability loss are just academic; cf. [37]. Thus we assume that the stochas-
tic Galerkin system (10.18) is asymptotically stable. More details on the stochastic
Galerkin method for linear dynamical systems can be found in [31, 32], for example.

The dimension of the stochastic Galerkin system (10.18) is mn. This dimension-
ality becomes huge for large numbers m given by (10.13). Thus the linear stochastic
Galerkin system represents an excellent candidate for anMOR. Projection-basedMOR
operates on the constant matrices Â, B̂, Ĉ, Ê like in (10.5). Krylov subspace methods
were successfully applied in [23, 47]. Balanced truncation was used in [15, 33, 35]. The
reduction is often efficient such that reduced dimensions r < m are still sufficiently
accurate, i. e., the state space dimension is lower than the number of outputs.

10.3.2 Stochastic collocation techniques

If the stochastic model is solved approximately using the solutions of the dynamical
system (10.3) for a finite number of realizations of the random parameters, then the
approach is called a stochastic collocation method. In this context, we use a quadra-
ture rule or a sampling scheme introduced in Section 10.2.3 to compute the unknown
coefficient functions (10.15) of the PC expansion.

The original dynamical systems (10.3) may be small- or medium-sized. To make
the stochastic collocation method accessible to MOR, we construct a large auxiliary
system; see [33, 34]. A construction of this type was also applied to Itô differential
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equations for another purpose in [27]. Given the nodes of a quadrature rule or sam-
pling scheme, the initial value problems

E(μ(ℓ))ẋ(t,μ(ℓ)) = A(μ(ℓ))x(t,μ(ℓ)) + B(μ(ℓ))u(t), x(t0) = x0(μ
(ℓ)),

y(t,μ(ℓ)) = C(μ(ℓ))x(t,μ(ℓ)) (10.20)

are solved separately for ℓ = 1, . . . , k. The integrals in (10.15) change into the finite sums

wi(t) =
k
∑
ℓ=1

γℓΦi(μ
(ℓ))y(t,μ(ℓ)) =

k
∑
ℓ=1

γℓΦi(μ
(ℓ))C(μ(ℓ))x(t,μ(ℓ)) (10.21)

for i = 1, 2, . . . ,m.
The systems (10.20) are collected in a single system as done in [33]. Let

x̂(t) := (x(t,μ(1))⊤, . . . ,x(t,μ(k))⊤)⊤ ∈ ℝkn and

w(t) := (w1(t), . . . ,wm(t))
⊤ ∈ ℝm.

The systems (10.20) for ℓ = 1, . . . , k together with the outputs (10.21) for i = 1, . . . ,m
yield the larger weakly coupled system of the form (10.18). This system consists of k
separate subsystems (10.20), which are coupled only by supplying of the same input
and the definition of the outputs (10.21). Thus the matrices Â, Ê ∈ ℝkn×kn are block-
diagonal. More precisely, we have

Ĝ =(
G(μ(1))

. . .
G(μ(k))
) for G ∈ {A,E} and B̂ =(

B(μ(1))
...

B(μ(k))
) .

Obviously, the weakly coupled system is asymptotically stable provided that the orig-
inal systems (10.3) are asymptotically stable for all μ ∈ 𝒟. Likewise, we define an
auxiliary matrix

C̃ =(
C(μ(1))

. . .
C(μ(k))
) ∈ ℝk×kn.

The quadrature rule (10.21) determines the output matrix Ĉ ∈ ℝm×kn by

Ĉ = FC̃ with F = (fiℓ) ∈ ℝ
m×k , fiℓ = γℓΦi(μ

(ℓ)).

Again the outputsw of (10.18) yield an approximation (10.16) of theQoI. For large num-
bers k of nodes or samples, the dimension kn becomes huge. Nowwe can apply meth-
ods of MOR to the weakly coupled system.
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10.4 Parametric MOR for quadrature and sampling
We show a potential to compute statistics, where ROMs from pMOR are sampled in-
stead of the full-order models (FOMs). Hence the ROM is used as a surrogate model.
This approach is applicable to both linear dynamical systems (10.3) and nonlinear dy-
namical systems (10.1). The previous works [5, 8] represent surveys on pMOR. In [38],
UQ and pMOR have already been combined in the case of linear dynamical systems.
A specific pMOR method is presented for general dynamical systems in Chapter 7 of
Volume 1 ofModel order reduction.

10.4.1 Application of pMOR

Now the original parameter-dependent dynamical system is assumed to be high-
dimensional. The aim of pMOR is to preserve the parameters in a reduction of the
systems (10.1) or (10.3). Thus the ROMs are constructed in dependence on the param-
eters within an offline phase, where the computation work is significant. Whenever
an ROM is required for a particular realization of the parameters, a cheap formula is
available within an online phase.

In projection-basedpMOR, there aremainly twopossibilities to determine the pro-
jection matrices:
1. Parameter-dependent projections: A priori calculations yield formulas for the pro-

jection matrices V(μ),W(μ) ∈ ℝn×r, which can be evaluated for any μ ∈ 𝒟. The
reduced matrices become

Ā(μ) = W(μ)⊤A(μ)V(μ), B̄(μ) = W(μ)⊤B(μ),

C̄(μ) = C(μ)V(μ), Ē(μ) = W(μ)⊤E(μ)V(μ),
(10.22)

for varying parameters μ ∈ 𝒟. For example, a local reduced basis is computed for
eachelement in apredeterminedfinite set of parameters. If theprojectionmatrices
are required for a particularμ ∈ 𝒟, then a kind of interpolation producesV(μ) and
W(μ) using neighboring local bases.

2. Constant projections: The information of thewhole parameter domain𝒟 or a large
finite set of samples is used to construct constant projectionmatricesV0,W0. Thus
we have

V(μ) = V0 and W(μ) = W0 for all μ ∈ 𝒟 (10.23)

in (10.22). This approach yields global projection matrices, which can be used for
any realization of the parameters. However, a larger reduced dimension is often
necessary for a sufficiently accurate MOR in comparison to a local construction.

In both cases, the two projection matrices are often identically selected (W = V) and
thus just one projection matrix has to be identified.
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In the two variants of projection-based pMOR, the crucial computationwork takes
place in an offline phase. Often this offline phase consists in evaluations of the FOM
for a finite set of parameter values. Such evaluations could also be used in a quadra-
turemethod applied to the FOMwithout anMOR. Thus the critical issue is if the pMOR
is able to identify a sufficiently accurate global ROM still with a low computational ef-
fort. Otherwise, the FOM could be sampled as well. This problem of certified accuracy
in pMOR has also been recognized by [11]. If the error of the pMOR does not exceed the
magnitude of the error in the time integration, then the described approach is reason-
able.

A stochastic Galerkin method can be applied to a parameter-dependent ROM;
see [38]. This approach features both advantages and disadvantages in comparison
to the strategy from Section 10.3.1. Alternatively, we apply the approach of quadrature
or sampling to the ROMs in this section.

10.4.2 Computation of global projection matrix

Wedemonstrate a technique to determine a global projectionmatrix from a set of local
projection matrices. Alternative strategies can be found in [5, 14, 41]. Let parameter
values {μ(1), . . . ,μ(s)} ⊂ 𝒟 be given, which should generate a good representation of
all parameters within 𝒟. We determine local projection matrices V(μ(j)) ∈ ℝn×rj for
j = 1, . . . , s by some MOR technique applied to the dynamical system (10.1) or (10.3).
These local projection matrices are not required to be orthogonal. We collect all local
bases in a large matrix

V̂ = (V(μ(1)) V(μ(2)) ⋅ ⋅ ⋅V(μ(s))) ∈ ℝn× ̂r (10.24)

with ̂r = r1 + r2 + ⋅ ⋅ ⋅+ rs columns, assuming ̂r ≪ n. In [20], just an orthogonalization of
a matrix like (10.24) is applied to define the global projection matrix.

We decrease the dimension ̂r of the global basis further by an approach also used
in [38]. Moreover, this technique removes a (numerical) rank deficiency in the ma-
trix (10.24) if so. The singular value decomposition (SVD) of the matrix (10.24) reads
as

V̂ = USQ⊤, (10.25)

with orthogonalmatricesU ∈ ℝn×n,Q ∈ ℝ ̂r× ̂r and a diagonalmatrix S ∈ ℝn× ̂r including
the nonnegative singular values σ1 ≥ σ2 ≥ ⋅ ⋅ ⋅ ≥ σ ̂r . In our application, just the first
̂r singular values and their singular vectors have to be computed,whichmakes the SVD
cheap. The singular vectors are the columns u1, . . . ,u ̂r of the matrix U . Depending on
the decay of the singular values, the r dominant singular vectors are entered in the
global basis (r < ̂r)

V0 = (u1,u2, . . . ,ur) ∈ ℝ
n×r . (10.26)
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Thus the global matrix V is already orthogonal (V⊤0 V0 = Ir). Furthermore, we sim-
ply employ the Galerkin-type choiceW0 = V0 to define the second projection matrix
in (10.23).

If there were no parameter variations in the dynamical system, then the local
projection matrices would be identical provided that the same MOR scheme is used.
In (10.24), it follows that V(μ(k)) = V(μ(0)) ∈ ℝn×r0 for all k = 1, . . . , s with any ref-
erence parameter μ(0) ∈ 𝒟. Now let this constant projection matrix be orthogonal.
Consequently, the extended matrix (10.24) owns the singular values

σi = {
√s for i = 1, . . . , r0,
0 for i = r0 + 1, . . . , sr0.

(10.27)

If a low amount of parameter variation is given in𝒟, then the singular values of (10.24)
will be close to the trivial instance (10.27). Thus the deviation of the singular values
from the case (10.27) provides a measure of the sensitivity of the problemwith respect
to the parameter variation.

10.4.3 Reduced basis methods

The class of reduced basis methods represents a type of pMOR. In particular, this ap-
proach is efficient in the case of stationary solutions of PDEs; cf. [18, 22]. For example,
weak formulations of elliptic equations can be tackled.

We consider a general problem

L(x(μ),μ) = 0 (10.28)

defined by a (differential) operator L : 𝒳 × 𝒟 → ℝ on a function space 𝒳 with norm
‖ ⋅ ‖𝒳 . Let a unique solution x ∈ 𝒳 exist for each μ ∈ 𝒟. The operator Lmay be a weak
formulation of a PDE. Alternatively, L can identify a time-dependent solution of ODEs
like a periodic steady-state response, for example. Moreover, a (spatial) discretization
of PDEs yields operatorswhose solutions represent high-dimensional approximations
to the exact solutions of an underlying problem. Typical spatial discretizations are
finite element methods and finite difference schemes.

Nowweassume that a solutionof (10.28) has to be computedmany times for differ-
ent realizations of the parameters. Thus we want to use a surrogate model that gener-
ates cheap approximations. In reduced basismethods, a relatively small set of linearly
independent solutions is identified, which form the subspace

𝒳r = span{x(μ
(1)), . . . ,x(μ(r))}. (10.29)

Given an arbitrary parameter value μ, the associated solution of (10.28) is approxi-
mated by a linear combination

x(μ) ≈
r
∑
j=1

αj(μ)x(μ
(j)), (10.30)
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where the real coefficients α1, . . . , αr have to be determined in dependence on the pa-
rameter value. Consequently, the operator (10.28) is modified into an approximation

Lr(x
∗
r (μ),μ) = 0 (10.31)

with Lr : 𝒳r ×𝒟 → ℝ, which identifies an approximation in the subspace 𝒳r and thus
the required coefficients of (10.30).

Two tasks have to be accomplished in the reduced basis approach:
1. determination of the basis functions in (10.29),
2. construction of the reduced-order operator (10.31) and its efficient numerical so-

lution.

The first task is typically achieved by a greedy algorithm. We approximate the param-
eter domain𝒟 by a large finite set of samples𝒟train ⊂ 𝒟. Let an initial solution x(μ(1))
be given. We compute the subspaces (10.29) recursively via 𝒳j+1 = 𝒳j ∪ span{x(μj+1)}
with

μ(j+1) = argmax
μ∈𝒟train

󵄩󵄩󵄩󵄩x(μ) − x
∗
j (μ)
󵄩󵄩󵄩󵄩𝒳 , (10.32)

including the solutions of the operators (10.28) and (10.31). However, the computation
of the solutions and the norm of their difference is often too costly in (10.32). Hence
we replace the norm by a residual-based estimator R. The bounds

c1R(μ) ≤
󵄩󵄩󵄩󵄩x(μ) − x

∗
j (μ)
󵄩󵄩󵄩󵄩𝒳 ≤ c2R(μ) for μ ∈ 𝒟

with constants c1, c2 > 0 are required for a certified error estimation. The computa-
tional effort of an evaluation of the residual-based criterion is low.

The second task consists in the derivation of the approximation (10.31) to the oper-
ator (10.28). This construction is problem-dependent. In weak formulations of PDEs,
the original function space is just restricted to the low-dimensional subspace (10.29).
In the case of linear operators, we compute the involvedmatrices a priori in the offline
phase. The solution of (10.31) becomes cheap in the online phase now. In the case
of nonlinear operators, a straightforward approximation still includes the complete
nonlinear terms of (10.28). Thus we require cheap approximations of the nonlinear-
ities. The (discrete) empirical interpolation method represents such an approximate
construction; see [10] and the references therein.

The efficiency of reduced basis methods can be motivated by the manifold of the
parametric solutions

ℳ = {x(μ) : μ ∈ 𝒟} ⊂ 𝒳 . (10.33)

If the dependence of the PDE solutions on theparameters is (sufficiently) smooth, then
the Kolmogorov width of the manifold is small. Consequently, a sufficiently accurate
approximation is possible by a low-dimensional subspace.
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Stochastic reduced basis methods were already investigated in [26, 39]. The use of
reduced basis methods for UQ of weak formulations of PDEs was presented in detail
by [11]. The reduced basis approach was proven to be efficient for stationary prob-
lems in a spatial domain. Also parabolic equations which depend on time as well as
space can be treated by thesemethods; see [11, 30]. However, the applicability to tran-
sient problems like our dynamical systems (10.1) and (10.3) still has to be examined.
We think about dynamical systems which do not result from a spatial discretization
of a PDE. In this case, the function space 𝒳 may represent the periodic steady-state
response in a time interval [0,T], since periodic solutions satisfy a boundary value
problem. The efficiency is still undecided for initial value problems. If just the solu-
tion’s value inℝn at a final time t = T represents the QoI, then reduced basis methods
are unnecessarily complex for this task.

10.5 Numerical examples

We demonstrate the application of the approaches from Section 10.3 and Section 10.4
now.

10.5.1 MOR for stochastic expansions

Figure 10.3 depicts the diagram of a band pass filter. The mathematical modeling
yields an explicit system of ODEs with dimension n = 10 for five node voltages and
five branch currents. Physical parameters are included by five capacitances, five in-
ductances, and four resistances (p = 14). A single input voltage is supplied, whereas a
single output voltage drops at a load resistance. The Bode plot of the linear dynamical
system is shown for a constant choice of the parameters by Figure 10.4. We recognize
that there is just a small frequency interval around ω = 1, where the magnitude of
oscillations remains the same, while other frequencies are damped strongly.

Figure 10.3: Electric circuit of a band pass filter.
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Figure 10.4: Bode plot of band pass filter for deterministic parameters.

We replace all physical parameters by independent random variables with uniform
probability distributions, which vary 20%around theirmean values given by the con-
stant choice of parameters from above. Hence the PC expansion (10.14) involves the
multivariate Legendre polynomials. In the truncated PC expansion (10.16), we include
all basis polynomials up to total degree d = 3, which impliesm = 680 basis functions
due to (10.13).

Now the two approaches from Section 10.3 are examined. On the one hand, we ar-
range the stochastic Galerkin system of dimensionmn = 6800 as in Section 10.3.1. The
system matrices (10.19) are computed by a sparse grid quadrature of level 3 based on
the Clenshaw–Curtis rule, where k = 4117 nodes arise. On the other hand, we generate
a stochastic collocation system as in Section 10.3.2, with a sparse grid quadrature of
level 2 of the same type with k = 421 nodes. The dimension of this weakly coupled
system is kn = 4210. Both systems feature a single input and m outputs. The outputs
reproduce the expected value as well as the variance of the output voltage via (10.17).

We perform an MOR of both linear dynamical systems using the balanced trunca-
tion technique; see [2]. A direct linear algebra algorithm yields the Cholesky factors of
the Gramianmatrices. An SVD produces the Hankel singular values in each approach,
which are shown in Figure 10.5. The singular values exhibit a similar rate of decay in
both linear dynamical systems. We expect a high potential for an MOR due to the fast
decay. The singular values and singular vectors allow for the construction of ROMs
with any dimension.

We also perform a transient simulation to compare the accuracy of the stochastic
expansion methods and their ROMs. The input voltage is chosen as the chirp signal

u(t) = sin(2πt2).

The output voltage represents the randomQoI. The time interval [0, 100] is considered
with initial values (10.2) identical to zero. In the time integration, we use the trape-
zoidal rule with constant step size Δt = 0.005 in all cases. A reference solution of
the expected value as well as the variance is computed using directly the sparse grid
quadrature of level 3 with k = 4117 nodes (without projection to a PC expansion).
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Figure 10.5: Dominating Hankel singular values of linear dynamical systems from the stochastic
Galerkin method and the stochastic collocation technique in the band pass filter example.

Hence the error of the time integration becomes negligible in comparison to the er-
ror of the stochastic discretizations and the error of an MOR for moderate reduced di-
mensions. Figure 10.6 shows the approximations for the expected value as well as the
standard deviation in the FOMs. The approximations of the expected value coincide in
all techniques. The approximations of the standard deviation agree for the stochastic
Galerkinmethod. The stochastic collocation yields a slightly different approximation,
which still captures the main dynamics. Now we consider the ROMs in the stochastic
Galerkinmethod and the stochastic collocation. Table 10.1 illustrates the differences of
the expected value aswell as the variancewith respect to the FOM solution for varying
reduced dimensions. Obviously, the differences diminish for increasing dimensions,
which confirms the quality of the used MOR.

Figure 10.6: Transient simulation of expected value (left) and standard deviation (right) for random
output voltage from the stochastic Galerkin approach, the stochastic collocation scheme, and refer-
ence solution.

In this example, we reproduced the expected value and the variance. Nevertheless,
more sophisticated quantities can be derived from the PC approximation (10.16) using
the coefficient functions.
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Table 10.1:Maximum differences (rounded to one digit) in moments between FOM and ROM for the
stochastic Galerkin method and the stochastic collocation technique.

Reduced dimension 10 20 30

Galerkin Expected value 8 ⋅ 10−3 7 ⋅ 10−4 2 ⋅ 10−4

Variance 1 ⋅ 10−4 2 ⋅ 10−5 1 ⋅ 10−6

Collocation Expected value 2 ⋅ 10−2 3 ⋅ 10−3 4 ⋅ 10−4

Variance 3 ⋅ 10−4 2 ⋅ 10−5 7 ⋅ 10−6

10.5.2 PMOR for statistics

The anemometer system represents a benchmark inMOR; see [24, 25]. The convection-
diffusion PDE

ρflc
𝜕T
𝜕t
= ∇ ⋅ (κ∇T) − ρflc(v ⋅ ∇T) + q̇

models the time evolution of the temperature T with fluid density ρfl, thermal conduc-
tivity κ, specific heat c, and the velocity profile v. The heat flow q̇ becomes the input.
The output is defined as the temperature difference between two sensors. We obtain a
rough estimate of the flow velocity v (as a part of v) by this difference. A finite element
method performs a spatial discretization, which generates an implicit system of linear
ODEs (10.3) with dimension n = 29008 and single-input-single-output. We arrange a
constant fluid density ρfl = 1. The system still depends on the three positive parame-
ters μ1 = c, μ2 = v, μ3 = κ. Figure 10.7 depicts the Bode plot of the linear dynamical
system in the case of deterministic parameters μi = 1 for i = 1, 2, 3.

Figure 10.7: Bode plot of anemometer model for deterministic parameters.

In the stochastic modeling, we choose independent beta distributions for each pa-
rameter. Given a single beta-distributed random variable μ ∈ [−1, 1], the probability
density function reads as

ρ(μ) = C(α, β)(1 − μ)α(1 + μ)β, (10.34)
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with exponents α, β > −1 and a constant C(α, β) > 0 for normalization. A bijective
linear transformationmaps the interval [−1, 1] to any interval [μmin, μmax].We consider
two choices of the parameter domain𝒟:
(i) small variation: μ1 ∈ [0.9, 1.0], μ2 ∈ [1.0, 1.1], μ3 ∈ [1.0, 1.1],
(ii) large variation: μ1 ∈ [0.5, 1.0], μ2 ∈ [0.7, 1.2], μ3 ∈ [1.0, 1.5].

Furthermore, we select the exponents αi = 1 and βi = 3 for all i = 1, 2, 3.
In a pMOR, we use the technique from Section 10.4.2. We choose all vertices of the

cube 𝒟 for the computation of local reduced bases. Hence s = 8 parameter samples
are involved. The one-sided Arnoldi method (see [2]) represents a moment-matching
method, where a single expansion point θ ∈ ℂ is applied in the frequency domain.
We employ the real expansion point θ = 104 for each parameter sample, which causes
real-valued results. A local orthonormal basis of dimension rj = 25 is generated for
each parameter sample j = 1, . . . , s. The extended matrix (10.24) consists of ̂r = 200
columns. We compute its SVD (10.25) in the two cases (i) and (ii) of the parameter
domains. The singular values are depicted in Figure 10.8. As expected, the singular
values behave similar to the limit (10.27) of vanishing parameter dependence in the
case (i) of small variations. The rate of decay becomes slower in the case (ii) of larger
variations.Nowaglobal reducedbasis (10.26) canbe arranged for anydimension r ≤ ̂r,
where the singular vectors associated to the dominant singular values are included.

Figure 10.8: Singular values of extended matrix (10.24) in pMOR for the two choices (i) and (ii) of the
parameter domain in the anemometer example.

We perform a transient simulation for a comparison of the FOM and the ROM in the
case (ii). Using the time interval [0,0.01], the harmonic oscillation

u(t) = A sin(2π
T
t)

is supplied as input with period T = 10−4 and amplitude A = 104. Initial values
are identical to zero. The trapezoidal rule performs a time integration with constant
step size Δt = T

20 . Our aim is to compute statistics of the random process induced by
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the single output. We use the Gauss–Jacobi quadrature on a tensor product grid with
k = 43 = 64 nodes. Further tests indicate that this quadrature scheme is sufficiently
accurate. In each node, the initial value problem is solved numerically for both the
FOM and an ROM.

Firstly, we select the dimension r = 75 of the global basis in the ROM. Figure 10.9
illustrates the expected value aswell as the standarddeviation for both FOMandROM.
The approximation of the expected value is appropriate, whereas the standard devi-
ation includes incorrect oscillations in the ROM. Secondly, we arrange the reduced
dimension r = 125. Figure 10.10 shows the expected value and the standard deviation
again. Now the solution from the ROM represents a good approximation to both statis-
tical quantities. Furthermore, the skewness and the kurtosis (see (10.8)), which relate
to the thirdmoment and the fourthmoment, respectively, are displayed in Figure 10.11.
Although the approximations of the highermoments are less accurate in theMOR, the
dynamics as well as the magnitude of these statistics are captured correctly.

Figure 10.9: Expected value (left) and standard deviation (right) of random output in anemometer
system obtained by ROM of dimension r = 75.

Figure 10.10: Expected value (left) and standard deviation (right) of random output in the anemo-
meter system obtained by the ROM of dimension r = 125.

We note that a global projection matrix computed for a parameter domain 𝒟 can be
reused for any probability distribution in𝒟. For example, different exponents may be
chosen in the beta distributions (10.34).
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Figure 10.11: Skewness (left) and kurtosis (right) of random output in the anemometer system ob-
tained by the ROM of dimension r = 125.

10.6 Conclusions and outlook

We discussed two approaches for MOR of dynamical systems including random pa-
rameters tomodel uncertainties. On the onehand, the stochastic Galerkinmethod and
the stochastic collocation technique produce high-dimensional deterministic dynam-
ical systems, which can be reduced by traditionalMOR algorithms. On the other hand,
pMOR is applied, where an ROM is sampled instead of the FOM within a quadrature
scheme or (quasi-)Monte Carlo method.

In the second approach, the computational effort for the construction of the para-
metric ROM is critical. If this effort becomes too large, then a quadrature scheme ap-
plied to the FOM may yield results of the same quality with lower computation work.
Hence we require efficient pMOR methods, where error bounds or error estimates are
available to decide the quality of an ROM. More precisely, this error should be in the
magnitude of the error in a time integration to accept the results.

As usual, MOR of nonlinear dynamical systems is challenging also in the field of
UQ. However, the stochastic Galerkin method is often less efficient in the case of non-
linear dynamical systems, since some probabilistic integrals cannot be evaluated an-
alytically. Thus samplingmethods and collocation schemes are preferred. One should
check if a givennonlinear dynamical systemcanbe converted into aquadratic-bilinear
system, either equivalently or approximately. Consequently, efficient MOR methods
are available for QB systems. Research on MOR and parametric MOR still continues
for nonlinear dynamical systems.
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network systems
Abstract: Large-scale network systems describe a wide class of complex dynamical
systems composed of many interacting subsystems. A large number of subsystems
and their high-dimensional dynamics often result in highly complex topology and dy-
namics, which pose challenges to network management and operation. This chapter
provides an overview of reduced-order modeling techniques that are developed re-
cently for simplifying complex dynamical networks. In the first part, clustering-based
approaches are reviewed,which aim to reduce the network scale, i. e., find a simplified
network with a fewer number of nodes. The second part presents structure-preserving
methods based on generalized balanced truncation, which can reduce the dynamics
of each subsystem.
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11.1 Introduction

Network systems, or multiagent systems, are a class of structured systems composed
of multiple interacting subsystems. In real life, systems taking the form of networks
are ubiquitous, and the study of network systems has received compelling attention
from many disciplines; see, e. g., [61, 60, 52] for an overview. Coupled chemical oscil-
lators, cellular and metabolic networks, interconnected physical systems, and elec-
trical power grids are only a few examples of such systems. To capture the behaviors
and properties of network systems, graph theory is often useful [37]. The interconnec-
tion structure among the subsystems can be represented by a graph, in which vertices
and edges represent the subsystems and the interactions among them, respectively.
However, when network systems are becomingmore large-scale, we have to deal with
graphs of complex topology and nodal dynamics, which can cause great difficulty in
transient analysis, failure detection, distributed controller design, and system simu-
lation. From a practical point of view, it is always desirable to construct a reduced-
order model to capture the essential behavior of the original system e. g., stability and
passivity, frequency response, and inoput/output properties, while avoiding too ex-
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pensive computation. In the reduction of network systems, reduced-order models are
designed not only to capture the main input–output feature of original complex net-
work models but also to preserve the network structure such that they are usable for
some potential applications, e. g., distributed controller design and sensor allocation
in dynamic networks.

In the past few decades, a variety of theories and techniques of model reduction
have been intensively investigated for generic dynamical systems. Techniques, includ-
ing Krylov subspace methods (also known as moment-matching), balanced trunca-
tion, and Hankel norm approximation [4, 3, 59, 36], provide us systematic procedures
to generate reduced-order models that well approximate the input–output mapping
of a high-dimensional system; see [2, 5, 6] for an overview. However, when address-
ing the reduction of dynamical networks, the direct application of thesemethodsmay
be not advisable, since they potentially destroy the network structure such that ob-
tained reduced-order models could not have the network feature anymore. Structure-
preserving model reduction is crucial for the application of network systems. Taking
into account the twoaspects of the complexity of network systems, namely, large-scale
interconnection (i. e., a large number of subsystems) and high-dimensional subsys-
tems, two types of problems are studied in the literature towards the approximation
of network systems in a structure-preserving manner.

The first problem aims to simplify the underlying network topology by reducing
the number of nodes. The mainstream methods for this problem are based on graph
clustering, which is an unsupervised learning technique widely used in data science
and computer graphics [45, 71]. For approximating dynamical networks, clustering-
based methods basically follow a two-step process: The first step is to partition the
nodes into several nonoverlapping subsets (clusters), and then all the nodes in each
cluster are aggregated into a single node. The aggregation step can be interpreted as
a Petrov–Galerkin approximation using a clustering-based projection; see [74, 42, 58].
However, how to find the “best” clustering such that the approximation error is min-
imized still remains an open question. In [58, 46], a particular clustering, called al-
most equitable partition, is considered, which leads to an analytic ℋ2 expression for
the reduction error. However, finding almost equitable partitions itself is rather diffi-
cult and computationally expensive for general graphs. Clustering can also be found
using the QR decomposition with column pivoting on the projection matrix obtained
by the Krylov subspace method [54]. For undirected networks with tree topology, an
asymptotically stable edge system can be considered, which has a pair of diagonal
generalized Gramian matrices for characterizing the importance of edges. Then, ver-
tices linked by the less important edges are iteratively clustered [8]. The notion of
reducibility is introduced in [42, 41, 43] to characterize the uncontrollability of clus-
ters. Using this notion, an upper bound for the network reduction error is established,
which can determine the clustering. The works in [11, 13] extend the notion of dissim-
ilarity for dynamical systems, where nodal behaviors are represented by the transfer
functionsmapping from external inputs to node states, and dissimilarity between two
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nodes are quantified by the norm of their behavior deviation. Then clustering algo-
rithms, e. g., hierarchical clustering and K-means clustering, can be adapted to group
nodes in such a way that nodes in the same cluster are more similar to each other
than to those in other clusters [12, 63]. Subsequent research in [12, 22, 17, 19] shows
that the dissimilarity-based clustering method can also be extended to second-order
networks, controlled power networks, and directed networks. In [25, 24], a framework
is presented on how to build a reduced-order model from a given clustering. The edge
weights in the reduced network are parameterized so that an optimization problem is
formulated to minimize the reduction error.

An alternative methodology to simplify the complexity of the network structure is
based on time scale analysis, and in particular, singular perturbation approximation;
see some of earlier works in [73, 64, 10]. Recently, this approach has also been exten-
sively applied to biochemical systems and electric networks [65, 1, 39, 44, 27, 32, 56,
67]. This class of approaches relies on the fact that the nodal states of network systems
evolve over different time scales. Removing the verticeswith fast states and reconnect-
ing the remaining vertices with slow states will generate a reduced-order model that
retains the low frequency behavior of the original network system. This methodol-
ogy is closely related to the so-called Kron reduction in electric networks [27, 32, 56],
where the Schur complement of a graph Laplacian is taken that is again a Laplacian of
a smaller-scale network. The singular perturbation approximation is capable of pre-
serving the physical meaning of a network system. However, how to identify and sep-
arate fast/slow states is a crucial step in this approach, and its application is highly
dependent on specific systems.

A network system can be simplified if the dimension of individual subsystems is
reduced, which leads to the second research direction in reduced-order modeling of
network systems; see, e. g., [69, 57, 23]. In this framework, the approximation is ap-
plied to each subsystem in a way that certain properties of the overall network, such
as synchronization and stability, are preserved. Relevant methods are developed us-
ing generalized Gramian matrices [34] that allow for more freedom to preserve some
desired structures than the standard Gramians. Networked nonlinear robustly syn-
chronized Lur’e-type systems are reduced in [23], which shows that performingmodel
reduction on the linear component of each nonlinear subsystem allows for preserving
the robust synchronization property of a Lur’e network. Techniques in [43, 21] can re-
duce the complexity of network structures and subsystem dynamics simultaneously.
In [43], the graph structure is simplified using clustering, while subsystems are re-
duced via some orthogonal projection. In contrast, [21] reduces graph structure and
subsystem dynamics in a unified framework of generalized balanced truncation. Al-
though a reduced-order system that is obtained by balanced truncation does not nec-
essarily preserve the network structure, a set of coordinates can be found inwhich the
reduced-order model has a network interpretation.

In this chapter, we will focus on the two problems of model reduction for lin-
ear network systems with diffusive couplings. In the aspect of simplifying network
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topology, we only review several clustering-based methods for space reasons. For
the reduction of subsystems, we present the generalized balanced truncation as the
main approach to perform a synchronization-preserving model reduction. The rest of
this chapter is organized as follows. In Section 11.2, we provide preliminaries on bal-
anced truncation, semi-stable systems, and necessary concepts in graph theory. The
model of diffusively coupled networks is also introduced. In Section 11.3, we present
clustering-based model reduction methods for simplifying network topology, and in
Section 11.4, the generalized balanced truncation approach is reviewed to reduce the
dimension of subsystems. In Section 11.5, we glance at open problems andmake some
concluding remarks.

Notation
The symbols ℝ and ℝ+ denote the set of real numbers and real positive numbers, re-
spectively; In is the identity matrix of size n, and 1n represents the vector in ℝn of
all ones; ei is the i-th column of In; the cardinality of a finite set 𝒮 is denoted by |𝒮|;
Tr(A), im(A), ker(A) denote the trace, image, and kernel of a matrix A, respectively;
and ‖G(s)‖ℋ∞ and ‖G(s)‖ℋ2

represent theℋ∞-norm andℋ2-norm of a transfer matrix
G(s).
11.2 Preliminaries
In this section, we first briefly recapitulate the theory of balancing as a basis for the
model reduction of linear control systems. New results for semi-stable systems and
pseudo-Gramians are also introduced. Moreover, we review some basic concepts from
graph theory, which are then used for the modeling of network systems.

11.2.1 Generalized balanced truncation

From [34, 2], we review some basic facts on model reduction by using generalized bal-
anced truncation. Consider a linear time-invariant system{ ẋ = Ax + Bu,

y = Cx, (11.1)

with A ∈ ℝn×n, B ∈ ℝn×p, and C ∈ ℝq×n, whose transfer function is given by G(s) :=
C(sIn − A)−1B. Let the system (11.1) be asymptotically stable and minimal, i. e., A is
Hurwitz, the pair (A,B) is controllable, and the pair (C,A) is observable. Note that if a
system (11.1) is not minimal, we can always use the Kalman decomposition to remove
the uncontrollable or unobservable states from themodel (11.1). Thus, aminimal state-
space realization can be obtained, of which the transfer function also is equal to G(s).
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For such a system (11.1), there always exist positive definite matrices P and Q sat-
isfying the following Lyapunov inequalities:

AP + PA⊤ + BB⊤ ≤ 0, (11.2a)
A⊤Q + QA + C⊤C ≤ 0. (11.2b)

Any P and Q as the solutions of (11.2) are called generalized controllability and observ-
ability Gramians of the system (11.1) [34].When the equalities are achieved in (11.2), we
obtain the standard controllability and observability Gramians,which becomeunique
solutions of the Lyapunov equations [2].

Similar to the standard balancing, generalized balancing of the system (11.1)
amounts to finding a nonsingular matrix T ∈ ℝn×n such that P and Q are simultane-
ously diagonalized in the following way:

TPT⊤ = T−⊤QT⊤ = Σ := diag(σ1, σ2, . . . , σn), (11.3)

where σ1 ≥ σ2 ≥ ⋅ ⋅ ⋅ ≥ σn > 0 are called generalized Hankel singular values (GHSVs)
of system (11.1). Using T as a coordinate transformation, we obtain a balanced real-
ization of system (11.1), in which the state components corresponding to the smaller
GHSVs are relatively difficult to reach and observer and thus have less influence on
the input–output behavior. Let the triplet (Â, B̂, Ĉ) be the r-dimensional reduced-order
model (with r ≪ n) obtained by truncating the states with the smallest GHSVs in the
balanced system. Then, the reduced-order model Ĝ(s) := Ĉ(sIr − Â)−1B̂ preserves sta-
bility and moreover, an a priori upper bound for the approximation error can be ex-
pressed in terms of the neglected GHSVs, i. e.,󵄩󵄩󵄩󵄩G(s) − Ĝ(s)󵄩󵄩󵄩󵄩ℋ∞ ≤ 2 n∑

i=r+1
σi. (11.4)

11.2.2 Semi-stable systems and pseudo-Gramians

Semi-stability is a more general concept than asymptotic stability as it allows for mul-
tiple zero poles in a system [9, 40]. A linear system ẋ = Ax is semi-stable if limt→∞ eAt

exists for all initial conditions x(0). The following lemma provides an equivalent con-
dition for semi-stability.

Lemma 1. [7] A system ẋ = Ax is semi-stable if and only if the zero eigenvalues of A are
semi-simple (i. e., the geometric multiplicity of the zero eigenvalues coincides with the
algebraic multiplicity), and all the other eigenvalues have negative real parts.

Let the triplet (A,B,C) be a linear semi-stable system. The definition of semi-
stability implies that the transferG(s) = C(sI−A)−1B is not necessarily in theℋ2-space,
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and the standard controllability and observability Gramians in [2] are notwell-defined
in this case. Instead, we can define a pair of pseudo-Gramians as follows [20]:

𝒫 = ∞∫
0

(eAt − 𝒥 )BB⊤(eA⊤t − 𝒥 ⊤)dt, 𝒬 = ∞∫
0

(eA⊤t − 𝒥 ⊤)C⊤C(eAt − 𝒥 )dt, (11.5)

where 𝒥 := limt→∞ eAt is a constant matrix. The pseudo-Gramians 𝒫 and 𝒬 in (11.5)
arewell-defined for semi-stable systems and canbe viewed as a generalization of stan-
dard Gramian matrices for asymptotically stable systems. Furthermore, the pseudo-
Gramians can be computed as

𝒫 = �̃� − 𝒥 �̃�𝒥 ⊤, 𝒬 = �̃� − 𝒥 ⊤�̃�𝒥 , (11.6)

where �̃� and �̃� are arbitrary symmetric solution of the Lyapunov equations

A�̃� + �̃�A⊤ + (I − 𝒥 )BB⊤(I − 𝒥 ⊤) = 0,
A⊤�̃� + �̃�A + (I − 𝒥 ⊤)C⊤C(I − 𝒥 ) = 0,

respectively. The pseudo-Gramians lead to a characterization of the ℋ2-norm of a
semi-stable system.

Theorem 1. [20] Consider a semi-stable system with the triplet (A,B,C). Then, G(s) :=
C(sI − A)−1B ∈ ℋ2 if and only if C𝒥B = 0. Furthermore, if ‖G(s)‖ℋ2

is well-defined, then󵄩󵄩󵄩󵄩G(s)󵄩󵄩󵄩󵄩2ℋ2
= Tr(C𝒫C⊤) = Tr(B⊤𝒬B). (11.7)

11.2.3 Graph theory

The concepts in graph theory are instrumental in analyzing network systems [52]. The
interconnection structure of anetwork is often characterizedby agraph𝒢 that consists
of a finite and nonempty node set 𝒱 := {1, 2, . . . , n} and an edge set ℰ ⊆ 𝒱 × 𝒱. Each
element in ℰ is an ordered pair of elements of 𝒱, and we say that the edge is directed
from vertex i to vertex j if (i, j) ∈ ℰ . This leads to the definition of the incidence matrix
R ∈ ℝn×|ℰ |:

[R]ij = {{{{{{{
+1 if edge (i, j) ∈ ℰ ,−1 if edge (j, i) ∈ ℰ ,
0 otherwise. (11.8)

If each edge is assigned a positive value (weight), the graph 𝒢 is weighted, and a
weighted adjacency matrix 𝒲 can be defined such that wij = [𝒲]ij is positive if there
exists a directed edge from node j to node i, i. e., (j, i) ∈ ℰ, and wij = 0 otherwise.



11 Reduced-order modeling of large-scale network systems | 351

A (directed) graph 𝒢 is called undirected if 𝒲 is symmetric. An undirected graph 𝒢
is called simple if 𝒢 does not contain self-loops (i. e., ℰ does not contain edges of the
form (i, i), ∀ i), and there exists only one undirected edge between any two distinct
nodes. Two distinct vertices i and j are said to be neighbors if there exists an edge
between i and j, and the set𝒩i denotes all the neighbors of node i.

The Laplacian matrix L ∈ ℝn×n of a weighted graph 𝒢 is defined as

[L]ij = { ∑j∈𝒩i
wij, i = j,−wij, otherwise.

(11.9)

Furthermore, we can define an undirected graph Laplacian using an alternative for-
mula:

L = RWR⊤, (11.10)

where R is an incidence matrix obtained by assigning an arbitrary orientation to each
edge of 𝒢 andW := diag(w1,w2, . . . ,w|ℰ |), withwk being theweight associatedwith the
edge k, for each k = 1, 2, . . . , |ℰ |.
Remark 1. If 𝒢 is a simple undirected connected graph, the associated Laplacian ma-
trix L has the following structural properties:
1. L⊤ = L ≥ 0;
2. ker(L) = im(1);
3. Lij ≤ 0 if i ̸= j, and Lij > 0 otherwise.
Conversely, any real square matrix satisfying the above conditions can be interpreted
as a Laplacian matrix that uniquely represents a simple undirected connected graph.

11.2.4 Network systems

In this chapter, wemainly focus on an important class of networks, namely, consensus
networks, where subsystems are interconnected via diffusive couplings. Various appli-
cations, including formation control ofmobile vehicles, synchronization in power net-
works, and balancing in chemical kinetics, involve the concept of consensus networks
[66, 50, 35, 33, 53, 72, 75].

Here, we consider a network system inwhich the interconnection structure is rep-
resented by a simple weighted undirected graphwith the node set 𝒱 = {1, 2, . . . , n}. The
dynamics of each vertex (agent) are described by

Σi : { ẋi = Axi + Bvi,
ηi = Cxi, (11.11)
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where xi ∈ ℝℓ, vi ∈ ℝm, and ηi ∈ ℝm are the state, control input, and output of node i,
respectively. The n subsystems are interconnected such that

mivi = − ∑
j∈𝒩i

wij(ηi − ηj) + p∑
j=1

fijuj, (11.12)

where mi ∈ ℝ+ denotes the weight of node i. In (11.12), the first term on the left is
referred to as diffusive coupling, where wij ∈ ℝ+ is the entry of the adjacency matrix[𝒲]ij standing for the intensity of the coupling between nodes i and j. The second term
indicates the influence from external input uj, where the value of fij ∈ ℝ represents the
amplification of uj acting on vertex i. Let F ∈ ℝn×p be a matrix with [F]ij = fij, and we
introduce the external outputs as yi = ∑nj=1[H]ijηj, with yi ∈ ℝm as the i-th external
output of the network. We then represent the network system in compact form as

Σ : { (M ⊗ I)ẋ = (M ⊗ A − L ⊗ BC)x + (F ⊗ B)u,
y = (H ⊗ C)x, (11.13)

with joint state vector x⊤ := [x⊤1 x⊤2 . . . x⊤n ] ∈ ℝnℓ, external control input u⊤ :=[u⊤1 u⊤2 . . . u⊤p ] ∈ ℝpm, and external output y = [y⊤1 y⊤2 . . . y⊤q ] ∈ ℝqm; M :=
diag(m1,m2, . . . ,mn) > 0, and L ∈ ℝn×n is the graph Laplacian matrix that charac-
terizes the coupling structure among the subsystems. In many studies of undirected
networks, the matrixM = In is considered.

The simplest scenario in network systems is that all the vertices are just single-
integrators, i. e., miẋi = vi with xi ∈ ℝ. Then, the model of a networked single-
integrator system can be formed by taking A = 0 and B = C = 1 in (11.13), which leads
to { Mẋ = −Lx + Fu,

y = Hx. (11.14)

A variety of physical systems are of this form, such as mass–damper systems and
single-species reaction networks [74]. Note that the system (11.14) is call semi-stable
[9], since L has a simple zero eigenvalue.

An important issue in the context of diffusively coupled networks is synchroniza-
tion. The system Σ in (11.13) achieves synchronization if, for any initial conditions, the
zero input response of (11.13) satisfies

lim
t→∞
[xi(t) − xj(t)] = 0, for all i, j ∈ 𝒱 . (11.15)

Using the property of L in Remark 1, it is clear that the single-integrator network
in (11.14) can reach synchronization. However, for the general form of (11.13), we need
to take into account the subsystems as well. Denote by 0 = λ1 < λ2 ≤ ⋅ ⋅ ⋅ ≤ λn the eigen-
values of the matrixM−1L in ascending order. A sufficient and necessary condition for
the synchronization of a network consisting of agents as in (11.11) is found in, e. g.,
[50].
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Lemma 2. The multiagent system Σ in (11.13) achieves synchronization if and only if A−
λkBC is Hurwitz, for all k ∈ {2, 3, . . . , n}.
11.3 Clustering-based model reduction
In this section, we introduce clustering-based methods that combine the Petrov–
Galerkin projection with graph clustering. A reduced-order network model can be
constructed by using the characteristic matrix of a graph clustering. Moreover, we
will also briefly recap some other clustering-based methods.

Graph clustering is an important notion in graph theory [37]. Consider a connected
undirected graph 𝒢 = (𝒱 , ℰ). A graph clustering of 𝒢 is to divide its vertex set 𝒱 (with|𝒱| = n) into r nonempty and disjoint subsets, denoted by 𝒞1, 𝒞2, . . . , 𝒞r, where 𝒞i is
called a cluster (or a cell of 𝒢).

Definition 1. The characteristic matrix of the clustering {𝒞1, 𝒞2, . . . , 𝒞r} is characterized
by the binary matrix Π ∈ ℝn×r as[Π]ij := { 1, if vertex i ∈ 𝒞j,

0, otherwise.
(11.16)

Note that each vertex is assigned to a unique cluster. Therefore, each row of the
characteristic matrix Π has exactly one nonzero element, and the number of nonzero
elements in each column of Π is the number of vertices in the corresponding cluster.
Specifically, we have

Π1r = 1n and 1⊤nΠ = [|𝒞1|, |𝒞2|, . . . , |𝒞r |]. (11.17)

It is worth noting that for any given undirected graph Laplacian L, the reducedmatrix
Π⊤LΠ is also a Laplacian matrix, representing an undirected graph of smaller size.
This important property allows for a structure-preservingmodel reduction of network
systems using Π for the Petrov–Galerkin projection.

Let Σ in (11.13) be a network system with underlying graph 𝒢 of n vertices. To for-
mulate a reduced-order networkmodel of r dimensions,wefirst findagraph clustering
that partitions the vertices of 𝒢 into r clusters. Then we use the characteristic matrix
of the clustering as a basis that projects the state space of Σ to a reduced subspace.
Specifically, a reduced-order model of Σ can be constructed via the Petrov–Galerkin
projection framework as

Σ̂ : { (M̂ ⊗ I) ̇z = (M̂ ⊗ A − L̂ ⊗ B)z + (F̂ ⊗ B)u,
ŷ = (Ĥ ⊗ C)z, (11.18)

where M̂ := Π⊤MΠ ∈ ℝr×r, L̂ := Π⊤LΠ ∈ ℝr×r, F̂ = Π⊤F, and Ĥ = HΠ. The new state
vector z⊤ := [z⊤1 z⊤2 . . . z⊤r ] ∈ ℝrℓ, where each component zi ∈ ℝℓ represents an esti-
mated dynamics of all the vertices in the i-th cluster, and x̂ = (Π ⊗ I)z ∈ ℝnℓ can be an
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approximation of the original state x. For the single-integrator network system (11.14),
clustering-based projection yields the reduced-order model as{ M̂ ̇z = −L̂z + F̂u,

ŷ = Ĥz. (11.19)

In the reduced-order models in (11.18) and (11.19), M̂ is a positive diagonal matrix, and
L̂ ∈ ℝr×r is a Laplacianmatrix representing a graph of a lower number of vertices.More
preciously, M̂ and L̂ can be computed as

[M̂]kk = ∑
i∈𝒞k

mi, [L̂]kl = {∑i∈𝒞k ,j∈𝒞l
[L]ij, k ̸= l,∑i∈𝒞k
[L]ij, k = l. (11.20)

Clearly, the reduced-order models in (11.18) and (11.19) preserve the network struc-
ture and thus can be interpreted as simplified dynamical networks with diffusive cou-
plings. The following example then illustrates the physical meaning of a projected
reduced-order network model.

Example 1. Consider amass–damper system in Figure 11.1 (left inset), where u1, u2 are
external forces acting on the first and fourthmass blocks. Suppose that all the masses
are identical. Then we model the network system in the form of (11.14) with

M = I5, L = [[[[[[[
6 −3 0 −2 −1−3 4 −1 0 0
0 −1 6 −2 −3−2 0 −2 5 −1−1 0 −3 −1 5

]]]]]]] , F = [[[[[[[
1 0
0 0
0 0
0 1
0 0

]]]]]]] .
The off-diagonal entry −[L]ij represents the damping coefficient of the edge (i, j). Let{𝒞1, 𝒞2, 𝒞3} = {{1, 2}, {3, 5}, {4}} be the clustering of the network, which leads to

Π = [[[1 1 0 0 0
0 0 1 0 1
0 0 0 1 0

]]]
⊤ .

A reduced-order network model is obtained as in (11.19) with

M̂ = [[[ 2 0 0
0 2 0
0 0 1

]]] , L̂ = [[[ 4 −2 −2−2 5 −3−2 −3 5

]]] , F̂ = [[[1 0
0 1
0 1

]]] .
It is clear that each mass in the reduced network is equal to the sums of the masses in
the corresponding cluster. Moreover, the structure of a Laplacian matrix is retained,
which allows for a physical interpretation of the reduced model, as shown in Fig-
ure 11.1 (right inset).
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Figure 11.1: An illustrative example of clustering-based model reduction for a mass–damper network
system.

Next, the properties of the reduced-order models in (11.18) and (11.19) are dis-
cussed. First, it is clear that system (11.19) preserves the synchronization property.
Moreover, the following result holds.

Lemma 3. [11, 13] Consider the single-integrator networks in (11.14) and (11.19). The im-
pulse responses of the two systems satisfy

lim
t→∞

y(t) = lim
t→∞

ŷ(t) = H1n1
⊤
n F

1⊤nM1n
. (11.21)

Denote

S := H(sIn + L)−1F, Ŝ := Ĥ(sIr + L̂)−1F̂. (11.22)

This lemma implies the reduction error ‖S − Ŝ‖ℋ2
is well-defined, for any clustering Π.

For the reduced-order network system (11.18), the analysis of synchronization and
reduction error is more complicated, since the subsystem dynamics will also be in-
volved. Denote

G(s) : = (H ⊗ C)[M ⊗ (sIℓ − A) + L ⊗ BC](F ⊗ B), (11.23a)

Ĝ(s) : = (Ĥ ⊗ C)[M̂ ⊗ (sIℓ − A) + L̂ ⊗ BC](F̂ ⊗ B) (11.23b)

as the transfermatrices of the systems (11.13) and (11.18), respectively. Generally,G(s)−
Ĝ(s) is not guaranteed to be stable. However, a theoretical guarantee canbe obtained if
the subsystem (A,B,C) in (11.11) is passive [38], namely, there exists a positive definite
K such that

A⊤K + KA ≤ 0, and C⊤ = BK. (11.24)
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In this case, we have the synchronization property and bounded reduction error for
the system (11.18).

Theorem 2. Consider the subsystem (A,B,C) in (11.11), which is passive and minimal.
Then the following statements hold.
1. The original network system (11.13) achieves synchronization for any L representing

an undirected connected graph [70, 26].
2. The reduced-order network system (11.18) achieves synchronization for any cluster-

ing Π [8, 13].
3. G(s) − Ĝ(s) ∈ ℋ2, for any clustering Π [8, 13].

In the framework of clustering-based projection, the approximation error ‖G(s) −
Ĝ(s)‖ℋ2

only depends on the choice of graph clustering. Thus, it is a crucial problem
in this framework to select a suitable clustering such that the obtained reduced-order
model (11.18) canwell approximate the behavior of the original network system (11.13).
In the following subsections, we review several cluster selection methods.

11.3.1 Almost equitable partitions

It is suggested in [58] to place those vertices that connect to the rest of the network
in a similar fashion into the same cluster. This idea leads to a special class of graph
clusterings, namely, almost equitable partitions.

Definition 2. Let 𝒢 = (𝒱 , ℰ) be a weighted undirected graph. A graph clustering{𝒞1, 𝒞2, . . . , 𝒞r} is called an almost equitable partition if for each μ, ν ∈ {1, 2, . . . , r} with
μ ̸= ν, we have ∑k∈𝒞ν

wik = ∑k∈𝒞ν
wjk, ∀ i, j ∈ 𝒞μ, where wij denotes the (i, j)-th entry of

the adjacency matrix of 𝒢.

If {𝒞1, 𝒞2, . . . , 𝒞r} is an almost equitable partition, its characteristicmatrix Π has the
key property that im(Π) is L-invariant [58], i. e., L im(Π) ⊆ im(Π).

Consider the single-integrator network in (11.14) with𝒱 being the vertex set. In the
context of leader–follower networks, a subset of vertices 𝒱L ⊆ 𝒱 are the leaders, with|𝒱L| = p, which are controlled by external inputs. Moreover, F ∈ ℝn×p in (11.14) is the
binary matrix such that [F]ij = 1 if vertex i is the j-th leader, and [F]ij = 0 otherwise.
Assume that the output of (11.14) is given as

y = Hx = W 1
2R⊤x, (11.25)

where R is the incidence matrix of 𝒢 and W is the edge weight matrix defined
in (11.10). Then, the output of the reduced network model (11.19) is obtained as
ŷ = Ĥx = W 1

2R⊤Πx with Π being the characteristic matrix of the given almost equi-
table partition. Using the property of the output matrices that H⊤H = L and Ĥ⊤Ĥ = L̂,
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an explicitℋ2-error can be derived, which is characterized by the cardinalities of the
clusters containing leaders [58, 46].

Theorem 3. Consider the network system (11.14) with output defined in (11.25). Let Π
be the characteristic matrix of an almost equitable partition of the underlying graph:{𝒞1, 𝒞2, . . . , 𝒞r}. Denote S and Ŝ as the transfermatrices of (11.14) and (11.19), respectively.
Then, we have ‖S − Ŝ‖2ℋ2‖S‖2ℋ2

= ‖S‖2ℋ2
− ‖Ŝ‖2ℋ2‖S‖2ℋ2

= ∑pi=1(1 − 1
|Cki |
)

p(1 − 1
n ) , (11.26)

where n = |𝒱|, p = |𝒱L|, and ki is the integer index such that the i-th leader is within 𝒞ki .

In [46], a formula for the ℋ∞-error is also derived by assuming a specific output
y = Lx in (11.14). If the network (11.14) is clustered according to an almost equitable
partition {𝒞1, 𝒞2, . . . , 𝒞r}, then we have
‖S − Ŝ‖2ℋ∞ = {{{max1≤i≤q(1 − 1

|𝒞ki |
) if the leaders are in different clusters,

1 otherwise,
with ki being the integer such that the i-th leader is within 𝒞ki .

More results on model reduction methods based on almost equitable partitions
can be found in [46], where network systems of the form (11.13) with symmetric sub-
systems are also discussed.

11.3.2 Clustering of tree networks

If the underlying graph of the considered network model (11.13) is a tree, we can re-
sort to the model reduction procedure proposed in [8]. Consider the network model Σ
in (11.13), where the subsystems are passive and minimal and the Laplacian matrix L
represents an undirected tree graph 𝒯 . Note that if 𝒯 contains n vertices, then it has
n − 1 edges. Relevant to (11.10), an edge Laplacian is defined:

Le = R⊤RW , (11.27)

where R ∈ ℝn×(n−1) is the oriented incidence matrix of 𝒯 and W ∈ ℝ(n−1)×(n−1) is the
edge weight matrix. It is not hard to see that Le has all eigenvalues real and positive,
and these eigenvalues coincide to the nonzero eigenvalues of L.

LetM = In in (11.13), and an edge system can be defined as

Σe : {ẋe = (In−1 ⊗ A − Le ⊗ BC)xe + (Fe ⊗ B)u,ye = (He ⊗ C)xe, (11.28)
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where xe = (R⊤ ⊗ I)x ∈ ℝ(n−1)ℓ, Fe = R⊤F, andHe = HRWL−1e . A dual edge system is also
introduced with a different realization as

Σf : {ẋf = (In−1 ⊗ A − Le ⊗ BC)xf + (Ff ⊗ B)u,ye = (Hf ⊗ C)xf, (11.29)

with xf = (L−1e ⊗ I)xe, Ff = L−1e Fe, and Hf = HRW .
Assuming that (A,B,C) is passive and minimal, the system (11.13) achieves syn-

chronization from Theorem 2, which means that A − λkBC is Hurwitz for all nonzero
eigenvalues λk of graphLaplacianmatrix L. This further implies that bothΣe andΣf are
asymptotically stable. As a result, generalized controllability and observability Grami-
ans of the edge systems (11.28) and (11.29) can be analyzed.

Lemma 4. [8]Consider the edge systems (11.28) and (11.29) of a tree network. There exist
matrices X > 0 and Y > 0 such that the following inequalities hold:−LeX − XL⊤e + R⊤FF⊤R ≤ 0, (11.30)−L⊤e Y − YLe +WR⊤H⊤HRW ≤ 0. (11.31)

Moreover, Pe := X ⊗ K−1 and Qf := Y ⊗ K are a generalized controllability Gramian of Σe
in (11.28) and a generalized observability Gramian of Σf in (11.29), respectively, where K
satisfies (11.24) for the passive subsystems.

According to [8], thematricesX andY canbe chosen to admit a diagonal structure:

X = diag(ξ1, ξ2, . . . , ξn−1), Y = diag(η1, η2, . . . , ηn−1), (11.32)

where the ordering ξiηi ≥ ξi+1ηi+1 is imposed. Note that X and Y imply the controllabil-
ity and observability properties of the edges, respectively, and the value of ξiηi can be
viewed as an indication for the importance of the i-th edge. Following a similar rea-
soning as balanced truncation in Section 11.2.1, removing the edges according to the
value of ξiηi is meaningful. In [8], a graph clustering procedure is presented to recur-
sively aggregate the two vertices connected by the least important edge. Furthermore,
an a priori upper bound on the approximation error in terms of theℋ∞-norm can be
derived.

Theorem 4. Consider the networked system in (11.14) with M = In. Assume each sub-
system is minimal and passive, and the underlying graph is a tree. Let (11.18) be the
r-th-order reduced network system obtained by aggregating the vertices connecting by
the least important edges of the original network. Then, the following error bound holds:󵄩󵄩󵄩󵄩G(s) − Ĝ(s)󵄩󵄩󵄩󵄩ℋ∞ ≤ 2(n−1∑

i=r
[L−1e ]ii√ξiηi), (11.33)

whereG(s)and Ĝ(s)are transfermatrices in (11.23), [L−1e ]ii denotes the i-th diagonal entry
of thematrix L−1e , and ξi and ηi are the diagonal entries of X and Y in (11.32), respectively.
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Note that the proposed method in [8] heavily relies on the assumption of tree
topology. For networks with general topology, applying this method would be chal-
lenging, since there may not exist edge systems as in (11.28) and (11.29), which admit
diagonal Gramians as in (11.32).

11.3.3 Dissimilarity-based clustering

The methods in Section 11.3.1 and Section 11.3.2 rely either on a special graph cluster-
ing or on a specific topology. In this section, we review a dissimilarity-based method,
which can be performed to reduce more general network systems. Clustering of data
points in data science is usually based on some similarity measure in terms of vector
norms. To cluster a dynamical network, we can extend the concept of dissimilarity us-
ing the function norms, which serves as a metric for quantifying how differently two
distinct vertices (subsystems) behave [11, 13].

Definition 3. Consider a network system in (11.13) or (11.14). The dissimilarity between
vertices i and j is defined as

𝒟ij := 󵄩󵄩󵄩󵄩ηi(s) − ηj(s)󵄩󵄩󵄩󵄩ℋ2
, (11.34)

where ηi(s) := (e⊤i ⊗ C)[M ⊗ (sIℓ − A) + L ⊗ BC](F ⊗ B) if (11.13) is considered and
ηi(s) := e⊤i (sM + L)−1F if (11.14) is considered.

The transfer matrix ηi(s) is the mapping from the external control signal u to the
output of the i-th subsystem, yi, and thus ηi(s) is interpreted as the behavior of the i-th
vertex with respect to the external inputs. The concept of dissimilarity indicates how
different two vertices are in terms of their behaviors. It is verified in [13] that if the net-
work system (11.13) is synchronized, 𝒟ij in (11.34) is well-defined, and a dissimilarity
matrix 𝒟 ∈ ℝn×n with [𝒟]ij = 𝒟ij is symmetric and with zero diagonal elements and
nonnegative off-diagonal entries. However, it could be a formidable task to compute
the dissimilarity between each pair of vertices in a large-scale network based on its
definition. Next, we discuss efficient methods for computing dissimilarity𝒟ij.

First, we consider the single-integrator network in (11.14), which is a semi-stable
system. Following Section 11.2.2, the pseudo-controllability Gramian of (11.14) is com-
puted as 𝒫 = 𝒥 �̃�𝒥 ⊤, where �̃� is an arbitrary solution of−M−1L�̃� − �̃�LM−1 + (I − 𝒥 )M−1FF⊤M−1(I − 𝒥 ) = 0, 𝒥 := 11⊤M

1⊤M1
. (11.35)

We refer to [15, 20] for more details. Note that Theorem 1 implies that the transfer func-
tion error ηi(s) − ηj(s) is in the ℋ2-space for any nodes i and j in the network, and an
efficient method for computing 𝒟 is presented based on the pseudo-controllability
Gramian:

𝒟ij = √(ei − ej)⊤𝒫(ei − ej). (11.36)
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Next, we consider the network system (11.13) which achieves synchronization. If
the overall system (11.13) is semi-stable, we can still apply pseudo-Gramians to com-
pute dissimilarity. However, the subsystems in the network may be unstable. In this
case, we present another computation approach [13]. Denote

𝒮 := [−In−1
1⊤n−1
] ∈ ℝn×(n−1), 𝒮† = (𝒮⊤M−1𝒮)−1𝒮⊤M−1, (11.37)

which satisfy 𝒮1 = 0, 𝒮†M1 = 0, and 𝒮†𝒮 = In−1. Let
𝒜 := In−1 ⊗ A − 𝒮†LM−1𝒮 ⊗ BC, ℬ = 𝒮†F ⊗ B,

where𝒜 is Hurwitz if and only if the system (11.13) achieves synchronization.

Theorem 5. Let the network system (11.13) achieve synchronization. Then, there exists a
symmetric matrix �̄� ∈ ℝ(n−1)ℓ×(n−1)ℓ, which is the unique solution of the Lyapunov equa-
tion Ā�̄� + �̄�Ā + ̄ℬ ̄ℬ⊤ = 0. Moreover,

𝒟ij = √Tr(Ψij�̄�Ψ⊤ij ), (11.38)

whereΨij := (ei − ej)⊤M𝒮 ⊗ C.
The definition of pairwise dissimilarity in (11.34) measures how close two subsys-

tems behave, and aggregating vertices with similar behaviors potentially leads to a
small approximation error. Having dissimilarity as a metric, clustering algorithms for
static graphs in, e. g., [45, 71] can be also adopted to solve the model reduction prob-
lem for dynamical networks. For instant, a hierarchical clustering algorithm is applied
in [12] as in Algorithm 11.1.

An iterative approach for single-integrator networks can be found in [11], and
an alternative clustering method is presented in [63], which takes into account the
connectedness of vertices such that the vertices in each cluster form a connected
graph.

In Algorithm 11.1, the proximity of two clusters 𝒞μ and 𝒞ν is evaluated by (11.39),
which means the average dissimilarity of the vertices in the two clusters. Other met-
rics of cluster proximity can be used as well. For instance, we can take the smallest
dissimilarity of the vertices from two clusters, or the largest dissimilarity of the nodes
from two clusters. The proximity of two clusters allows us to link pairs of clusters with
smaller proximity and place them into binary clusters. Then, the newly formed clus-
ters can be grouped into larger ones according to the cluster proximity. In each loop,
two clusters with the lowest proximity are merged together, and finally a binary hi-
erarchical tree, called dendrogram, that visualizes this process can be generated; see
Figure 11.2 in the following example.
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Algorithm 11.1 Hierarchical clustering algorithm.
1: Compute the dissimilarity matrix𝒟.
2: Place each node into a singleton cluster, i. e., 𝒞i ← {i}, ∀ 1 ≤ i ≤ n.
3: Find two clusters 𝒞k and 𝒞l such that(k, l) := argmin( 1|𝒞k | ⋅ |𝒞l| ∑i∈𝒞k

∑
j∈𝒞l

𝒟ij). (11.39)

4: Merge clusters 𝒞k and 𝒞l into a single cluster.
5: Repeat steps 3 and 4 until r clusters are obtained.
6: Compute the characteristic matrix Π ∈ ℝn×r and return

M̂ ← Π⊤MΠ, L̂← Π⊤LΠ, F̂ ← Π⊤F.

Figure 11.2: Dendrogram illustrating the hierarchical clustering of the networked mass–damper sys-
tem. The horizontal axis is labeled by vertex numberings, while the vertical axis represents the dis-
similarity of clusters. The dissimilarity is measured in theℋ2-norm, and the level at which branches
merge indicates the dissimilarity between two clusters.

Example 2. Consider the networked mass–damper system in Example 1. The dissim-
ilarity matrix can be computed using either (11.36) or (11.38), which yields

𝒟 = [[[[[[[
0 0.2494 0.3154 0.3919 0.4142

0.2494 0 0.2119 0.3688 0.3842
0.3154 0.2119 0 0.2410 0.2394
0.3919 0.3688 0.2410 0 0.0396
0.4142 0.3842 0.2394 0.0396 0

]]]]]]] .
The minimal value is 0.0396, indicating that vertices 4 and 5 have the most similar
behavior compared to the other pairs of vertices. Thus, vertices 4 and 5 are first ag-
gregated, which leads to clusters: {{1}, {2}, {3}, {4, 5}}. In the hierarchical clustering, we
check the proximities of the clusters by (11.39) and then obtain a coarser clustering{{1}, {2, 3}, {4, 5}}. This process can be continued until we have generated a dendrogram
as depicted in Figure 11.2.
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Algorithm 11.1 is based on pairwise dissimilarities of the vertices and minimizes
within-cluster variances. The variance within a cluster can be characterized by the
largest dissimilarity between all pairs of vertices within the cluster, which leads to an
upper bound on theℋ2-approximation error [13].

Theorem 6. Consider the network system (11.13) with the output matrix H = In. Let{𝒞1, 𝒞2, . . . , 𝒞r} be the graph clustering of the network, and let G(s) and Ĝ(s) denote the
transfer matrices defined in (11.23). If A in (11.11) satisfies A + A⊤ < 0, then we have󵄩󵄩󵄩󵄩G(s) − Ĝ(s)󵄩󵄩󵄩󵄩ℋ2

< γ ⋅ r∑
k=1
|𝒞k | ⋅max

i,j∈𝒞k
𝒟ij, (11.40)

where γ ∈ ℝ+ only depends on the original system (11.13) and satisfies

[[[I ⊗ (A
⊤ + A) − L ⊗ (C⊤B⊤ + BC) L ⊗ BC −I ⊗ C⊤

L ⊗ C⊤B⊤ −γI I−I ⊗ C I −γI ]]] < 0. (11.41)

If the considered network system is in the form of (11.14), we further obtain an
error bound based on the pseudo-controllability Gramian.

Proposition 1. [20] Let S and Ŝ in (11.22) be the transfer matrices of (11.14) and (11.19),
respectively. We have ‖S − Ŝ‖ℋ2

≤ γs√Tr(I − ΠΠ†)𝒫(I − ΠΠ†)⊤, (11.42)

where Π† = (Π⊤MΠ)−1Π⊤M and 𝒫 is the pseudo-controllability Gramian of (11.14). The
constant γs ∈ ℝ+ is a solution of

[[[MLM−1 +M−1LM M−1L (I − 𝒥 ⊤)H⊤
LM−1 −γsI H⊤

H(I − 𝒥 ) H −γsI ]]] ≤ 0, (11.43)

with 𝒥 defined in (11.35).

The core step in dissimilarity-based clustering is to properly define the dissimilar-
ity of dynamical vertices. For linear time-variant networks, nodal dissimilarity can be
always defined as the transfer from the external inputs to the vertex states. Thismech-
anism of dissimilarity-based clustering is applicable to different types of dynamical
networks; see, e. g., [12, 19, 19, 17] for more results on second-order networks, directed
networks, and controlled power networks. For nonlinear networks, DC gain, a func-
tion of input amplitude, can be considered [48], in which model reduction aggregates
state variables having similar DC gains.
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11.3.4 Edge weighting approach

Generally, all the existing clustering-based reductionmethods fall into the framework
of Petrov–Galerkin projections. In [25, 24], an ℋ2-optimal approach is presented,
which does not aim to find a suitable graph clustering. Instead, this approach fo-
cuses on how to construct a “good” reduced-order model for a given clustering. To
formulate this problem, the topology of a reduced network can be obtained from the
given clustering, while all the edge weights are free parameters to be determined via
optimization algorithms.

Consider the original network system in (11.14) with graph 𝒢. Let {𝒞1, 𝒞2, . . . , 𝒞r} be
a given graph clustering of𝒢. Then, a quotient graph ̂𝒢 is an r-vertex directed graph ob-
tained by aggregating all the vertices in each cluster as a single vertex, while retaining
connections between clusters and ignoring the edgeswithin each cluster. If there is an
edge (i, j) ∈ 𝒢 with vertices i, j in the same cluster, then this edge will be ignored in ̂𝒢.
However, if the edge (i, j) satisfies i ∈ 𝒞k and j ∈ 𝒞l, then there will be an edge (k, l) in ̂𝒢.
The incidence matrix R̂ of the quotient graph ̂𝒢 can be obtained by removing all the
zero columns of Π⊤R, where R is the incidence matrix of 𝒢, and Π is the characteristic
matrix of the clustering. Denote

Ŵ = diag(ŵ), with ŵ = [ŵ1 ŵ2 ⋅ ⋅ ⋅ ŵκ]⊤ , (11.44)

as the edge weight matrix of ̂𝒢, where ŵk ∈ ℝ+ and κ denotes the number of edges
in ̂𝒢. Then, a parameterized model of a reduced-order network is obtained:{ M̂ ̇z = −R̂ŴR̂⊤z + F̂u,

ŷ = Ĥz, (11.45)

where M̂ = Π⊤MΠ, F̂ = Π⊤F, and Ĥ = HΠ. The edge weight matrix Ŵ is the only
unknown to be determined. Let

Sp := Ĥ(sM̂ + R̂ŴR̂⊤)−1F̂. (11.46)

Then, an optimization problem can be formulated to minimize the approximation er-
ror ‖S − Sp‖ℋ2

by tuning the edge weights. Here, an example is used to demonstrate
the parameterized modeling of a reduced network system.

Example 3. Consider an undirected graph composed of six vertices in Figure 11.3a.
An external force u is acting on vertex 3, and the state of vertex 4 is measured as the
output y. Given a clustering with 𝒞1 = {1, 2}, 𝒞2 = {3}, 𝒞3 = {4}, 𝒞4 = {5, 6}, the quotient
graph is obtained in Figure 11.3b with the incidence matrix

R̂ = [[[[[
1 1 0 0−1 0 1 0
0 −1 0 1
0 0 −1 −1]]]]] .
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Figure 11.3: (a) An undirected network consisting of six vertices, in which vertex 3 is the leader and
vertex 4 is measured. Four clusters are indicated by different colors. (b) A quotient graph obtained
by clustering.

Let Ŵ = diag(ŵ1, ŵ2, ŵ3, ŵ4) be the weights of the corresponding edges. The Laplacian
matrix of the reduced network is constructed as

R̂ŴR̂⊤ = [[[[[[[
ŵ1 + ŵ2 −ŵ1 −ŵ2 0−ŵ1 ŵ1 + ŵ4 0 −ŵ4−ŵ2 0 ŵ2 + ŵ3 −ŵ3

0 −ŵ4 −ŵ3 ŵ3 + ŵ4

]]]]]]] ,
and moreover, we have F̂ = Π⊤F = [0 1 0 0]⊤ and Ĥ = HΠ = [0 0 1 0]. If in the original
network,M = I6, in the reduced-order model (11.45), M̂ = Π⊤MΠ = diag(2, 1, 1, 2).

An optimization technique based on the convex-concave decomposition can be ap-
plied to search for a set of optimal weights iteratively. Before proceeding, a necessary
and sufficient condition for characterizing ‖Ge(s)‖ℋ2

is shown.

Theorem 7. Given the network system (11.14). A reduced-order model in (11.45) satisfies‖S − Sp‖2ℋ2
< γp if and only if there exist matrices Q̂ = Q̂⊤ > 0, Ẑ = Ẑ⊤ > 0, and δ̂ ∈ ℝ+

such that Tr(Ẑ) < γp, and[[[[
Q̂Ā + Ā⊤Q̂ Q̂Be Q̂E

B⊤e Q̂ −δ̂I 0
E⊤Q̂ 0 0

]]]] + [[[[
−Ā⊤r Ār 0 Ā⊤r

0 0 0
Ār 0 −I]]]] < 0, (11.47)

[ Q̂ δ̂C⊤e
δ̂Ce Ẑ

] > 0, (11.48)

where

Ā = [−𝒮+n LM−1𝒮n 0
0 0

] , Ār = [0 −𝒮+r R̂ŴR̂⊤M̂−1𝒮r
0 0

] , Be = [𝒮+n F𝒮+r F̂
] ,
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Ce = [HM−1𝒮n −ĤM̂−1𝒮r] , E = [0 0
I 0
] , 𝒮n = [−In−1

1⊤n−1
] , 𝒮r = [−Ir−1

1⊤r−1
] .

Based on Theorem 7, the edgeweighting problem is formulated as aminimization
problem:

min
Q̂>0, Ŵ

Tr(Z), s. t. (11.47) and (11.48) hold, (11.49)

where Ẑ = δ̂Z. Consider the matrix-valued mapping

Φ(Q̂, δ̂, Ŵ) = ψ(Q̂, δ̂) + φ(Ŵ), (11.50)

where

ψ(Q̂, δ̂) = [[[[
Q̂Ā + Ā⊤Q̂ Q̂Be Q̂E

B⊤e Q̂ −δ̂I 0
E⊤Q̂ 0 0

]]]] , φ(Ŵ) = [[[[
−Ā⊤r Ār 0 Ā⊤r

0 0 0
Ār 0 −I]]]] .

Then, the pair (ψ,−φ) is a psd-convex-concave decomposition of Φ [24]. The bilinear
matrix inequality (11.47) with the nonlinearity term Ā⊤r Ār can be handled using such
a decomposition, which can linearize the optimization problem (11.49) at a stationary
point Ŵ [31]. Rewrite φ(Ŵ) in (11.50) as ϕ(ŵ) = φ(Ŵ), with ŵ ∈ ℝκ+ defined in (11.44).
Given a point ŵ(k), the linearized formulation of the problem (11.49) at ŵ(k) is formu-
lated as a convex problem:

min
Q̂>0,ŵ∈ℝκ+ f (ŵ) = Tr(Z) (11.51)

s. t. [ Q̂ δ̂C⊤e
δ̂Ce Ẑ

] > 0, δ̂ ∈ ℝ+, Ẑ = δ̂Z > 0,
ψ(Q̂, δ̂) + φ(Ŵ (k)) + Dϕ(ŵ(k))[ŵ − ŵ(k)] < 0,

where the derivative of ϕ(ŵ(k)) is defined as
Dϕ(ŵ(k))[ŵ − ŵ(k)] := κ∑

i=1
(ŵi − ŵ(k)i ) 𝜕ϕ𝜕ŵ(k)i (ŵ(k)).

Then, an algorithmic approach is presented inAlgorithm 11.2 for solving theminimiza-
tion problem in (11.49) in an iterative fashion.

If ŵ is initialized as the outcome of clustering-based projection methods, the ap-
proximation accuracy obtained by the edgeweighting approachwill be better than the
ones obtained by clustering-based projection after iteration. Furthermore, to solve the
optimization problem in (11.49), we can also use a cross-iteration algorithm presented
in [25].
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Algorithm 11.2 Iterative edge weighting.

1: Choose an initial vector ŵ(0) ∈ ℝκ+.
2: Set iteration step: k ← 0.
3: repeat
4: Solve (11.51) to obtain the optimal solution ŵ∗.
5: k ← k + 1, and ŵ(k) ← ŵ∗.
6: until |f (μ(k+1)) − f (μ(k))| ≤ ε, with ε a prefixed error tolerance.
7: Return Ŵ∗ ← diag(ŵ∗).
11.3.5 Other clustering-based methods

In this section, several other model reduction schemes based on graph clustering are
reviewed. The method in [14] formulates the clustering-based model reduction as a
nonconvex optimization problem with mixed-binary variables Π and the objective
function to minimize the ℋ2-norm of the approximation error. The error system be-
tween (11.14) and (11.19) is defined, of which the controllability and the observability
Gramians are used to derive an explicit expression for the gradient of the objective
function. Then a projected gradient algorithm can be employed to solve this optimiza-
tion problemwithmathematical guarantees on its convergence. Related to thework in
[58], a combination of the Krylov subspace method with graph clustering is proposed
in [54], where a reduced basis is firstly found by the iterative rational Krylov algorithm,
and then a graph partition is obtained by the QR decomposition with column pivoting
on the projection matrix. An alternative graph-based model reduction method is pro-
posed in [49], which finds a graph clustering based on the edge agreement protocol of
a network (see the definition in [79]) and provides a greedy contraction algorithm as
a suboptimal solution of graph clustering. The clustering and aggregation approach
in [30, 29] is based on spectral analysis of Markov chains. The Kullback–Leibler di-
vergence rate is employed as a metric to measure the difference between the original
network model and its approximation.

Clustering-based model reduction approaches are also found in the applications
of other types of networks, i. e., network systems that do not reach consensus. In-
stead, other network properties are emphasized. For instance, [51] proposes a reduc-
tion method for scale-free networks, which are networks whose degree distribution
follows a power law. They are roughly characterized by the presence of few vertices
with a large degree (number of connections) and a large number of verities with small
degree. Themethod in [51] preserves the eigenvector centrality of the adjacencymatrix
of the original network such that the obtained reduced network remains scale-free.

Positive networks are considered in [42, 41]. A single-input bidirectional positive
network is given in [42] as

ẋ = Ax + bu, x ∈ ℝn, u ∈ ℝ, (11.52)
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where b ∈ ℝp and A := −D − L, with D ≥ 0 being a diagonal matrix (i. e., at least one
diagonal entry of D should be positive and the rest of the diagonal entries are zero)
and L ≥ 0 being a Laplacian matrix representing an undirected connected graph. It
is verified that A is negative definite, and thus the system (11.52) is asymptotically sta-
ble. The structure of A can be interpreted as a network containing self-loops. In [42],
a set of clusters is constructed based on the notion of cluster reducibility, which char-
acterizes the uncontrollability of local state variables. By aggregating the reducible
clusters, a reduced-order model is obtained that preserves the stability and positivity.
The work in [41] extends this method to the directed case, where A in (11.52) is now
assumed to be irreducible, Metzler, and semi-stable. In this case, the Frobenius eigen-
vector of A is used for constructing the projections such that both semi-stability and
positivity are preserved in the resulting reduced-order networkmodel. In both [42] and
[41], an upper bound on the approximation error is established using the cluster re-
ducibility, and then a clustering scheme is proposed to select suitable clusters, aiming
at minimizing the a posteriori bound on the reduction error.

11.4 Balanced truncation of network systems

Reducing the dimension of each subsystem also results in a simplification of overall
networks. To reduce the dynamics of vertices, balanced truncation based on general-
ized Gramian matrices is commonly used (see, e. g., [57, 23, 21]), in which preserving
the synchronization property of the overall network is of particular interest. In this
section,we reviewsome recent results in the synchronization-preservingmodel reduc-
tion of large-scale network systems using the classic generalized balanced truncation.
For simplicity, we assumeM = In in (11.13) throughout this section.
11.4.1 Model reduction of subsystems in networks

Starting from a synchronized network system in (11.13), the aim of this subsection is
to derive a network model with reduced-order subsystems such that synchronization
is preserved in the reduced-order network in (11.18).

If each subsystem in (11.11) is asymptotically stable, wemight apply standard bal-
anced truncation to reduce the dimension of the subsystem regardless of their inter-
connection structure. However, this reduction is possible to destroy the property of
the overall network system (11.13), e. g., stability and synchronization. To achieve syn-
chronization preservation, [57] adopts a sufficient small gain type of condition to guar-
antee synchronization of (11.13).

Lemma 5. Denote by 0 = λ1 < λ2 ≤ ⋅ ⋅ ⋅ ≤ λn the eigenvalues of the Laplacian matrix L.
The network system (11.13) achieves synchronization if there exists a nonzero eigenvalue



368 | X. Cheng et al.

λ ∈ {λ2, . . . , λn} such that A − λBC is Hurwitz and there exists a positive definite matrix K
satisfying the Riccati inequality(A − λBC)⊤K + K(A − λBC) + C⊤C + (δ

γ
)2KBB⊤K < 0, (11.53)

where δ := max{λ − λ2, λn − λ}.
It is worth noting that (11.53) is equivalent to the small gain condition󵄩󵄩󵄩󵄩C(sIℓ − A + λBC)−1B󵄩󵄩󵄩󵄩ℋ∞ < δγ .

Let Km and KM be the minimal and maximal real symmetric solutions of (11.53). Then
K−1M and Km can be regarded as a pair of generalized Gramians of the system (A +
λBC, δγB,C). Applying thegeneralizedbalanced truncation introduced inSection 11.2.1,
a reduced-order model (Â + λB̂Ĉ, δγ B̂, Ĉ) with Â ∈ ℝk×k is obtained such that the small

gain condition ‖Ĉ(sIℓ − Â + λB̂Ĉ)−1B̂‖ℋ∞ < δ
γ is retained. Therefore, the following

reduced-order network model preserves the synchronization property:{ ̇ξ = (In ⊗ Â − L ⊗ B̂Ĉ)ξ + (F ⊗ B̂)u,
η = (H ⊗ Ĉ)ξ . (11.54)

Theorem 8. Consider a network system (11.13) that satisfies the synchronization condi-
tion in Lemma 5. Then, the reduced-order network model in (11.54) obtained by general-
ized balanced truncation using K−1M and Km achieves synchronization.

Moreover, similar to (11.25), we assume a particular output y = (W 1
2R⊤⊗C)x. Then

the error system between (11.13) and (11.54) is stable. We denote G̃(s) as the transfer
matrix of system (11.54), and the model reduction error is upper-bounded as󵄩󵄩󵄩󵄩G(s) − G̃(s)󵄩󵄩󵄩󵄩ℋ∞ ≤ 2γ√λn

δ(1 − γ2) ℓ∑i=k+1 σi, (11.55)

where σi are the GHSVs computed using K−1M and Km [57].
Inspiredby thework [57] for linear networks, [18, 23] consider dynamical networks

of diffusively interconnected nonlinear Lur’e subsystems. The robust synchronization
of the Lur’e network can be characterized by a linear matrix inequality (LMI). Differ-
ent from [57, 18], where the minimum and maximum solutions of the LMI are used
as generalized Gramians, [23] suggests to only use the solution of the LMI with the
minimal trace as a generalized controllability Gramian, while the observability coun-
terpart is taken by the standard observability Gramian as the solution of the Lyapunov
equation, which is less conservative than the LMI. Using such a pair, generalized bal-
anced truncation is performed on the linear component of each Lur’e subsystem, and
the resulting reduced-order network system is still guaranteed to have the robust syn-
chronization property.
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11.4.2 Simultaneously reduction of network structure and
subsystems

In the line of works [42, 41], a reduction method for network systems composed of
higher-dimensional dissipative subsystems is presented in [43], where the subsystems
are reduced via block-diagonal orthogonal projection, while the network structure is
simplified using clustering. In [16], the balancingmethod, for the first time, is applied
for reducing the interconnection structure of networks with diffusively coupled ver-
tices, and more extensions are found in [78, 77] based on eigenvalue assignment and
moment-matching. In [21], the idea in [16] is further developed and applied to general
networks of the form (11.13). The proposed approach can reduce the complexity of net-
work structures and individual agent dynamics simultaneously via a unified frame-
work.

Consider the network system Σ in (11.13), where each subsystem Σi as in (11.11) is
passive, namely, there exists a positive definite K such that (11.24) holds. Note that L is
singular and A in (11.11) is not necessarily Hurwitz, implying that the overall system Σ
maybe not asymptotically stable, and thus a direct application of balanced truncation
to Σ is not feasible. The method in [21] starts off with a decomposition of Σ using a
spectral decomposition of the graph Laplacian:

L = TΛT⊤ = [T1 T2] [Λ̄ 0
] [T⊤1

T⊤2
] , (11.56)

where T2 = 1n/√n and Λ̄ := diag(λ2, λ3, . . . , λn), with λi denoting the nonzero eigen-
values of L. Then, the system Σ can be split into two components, namely, an average
module

Σa : { ̇za = Aza + 1
√n (1⊤n F ⊗ B)u,

ya = 1
√n (H1n ⊗ C)za, (11.57)

with za ∈ ℝℓ, and an asymptotically stable system

Σs : { ̇zs = (In−1 ⊗ A − Λ̄ ⊗ BC)zs + (F̄ ⊗ B)u,ys = (H̄ ⊗ C)zs, (11.58)

where zs ∈ ℝ(n−1)×ℓ, F̄ = TT1 F, and H̄ = HT1. The stability is guaranteed as the system
Σ achieves synchronization (Theorem 2).

The model reduction procedure is as follows. First, we can apply balanced trun-
cation to Σs to generate a lower-order approximation Σ̂s. It meanwhile gives a reduced
subsystem (Â, B̂, Ĉ) resulting in a reduced-order averagemodule Σ̂a. Combining Σ̂swith
Σ̂a then formulates a reduced-order model Σ̃ whose input–output behavior approxi-
mates that of the original system Σ. However, at this stage, the network structure is
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not necessarily preserved by Σ̃. Then, it is desired to use a coordinate transformation
to convert Σ̃ to Σ̂, which restores the Laplacian structure. The whole procedure is sum-
marized in Figure 11.4. There are two key problems here:
1. How can one retain the subsystem structure in Σ̂s such that subsystem dynamics

do not mix with the topological information?
2. How can one recover a network interpretation in the reduced-order model Σ̃ via a

coordinate transformation?

Figure 11.4: The model reduction scheme for networked passive systems, where the simplification of
network structure and the reduction of subsystems are performed simultaneously.

To resolve the first problem, we resort to the balanced truncation approach based on
generalized Gramians. Suppose Λ̄ in (11.56) has s distinct diagonal entries ordered as
λ̄1 > λ̄2 > ⋅ ⋅ ⋅ > λ̄s. We rewrite Λ̄ as Λ̄ = blkdiag(λ̄1Im1

, λ̄2Im2
, . . . , λ̄sIms

), where mi is
the multiplicity of λ̄i, and∑si=1mi = n − 1. Then, the following Lyapunov equation and
inequality have solutions X and Y :−Λ̄X − XΛ̄ + F̄F̄⊤ = 0, (11.59a)−Λ̄Y − YΛ̄ + H̄⊤H̄ ≤ 0, (11.59b)

where X = X⊤ > 0 and Y := blkdiag(Y1,Y2, . . . ,Ys), with Yi = Y⊤i > 0 and Yi ∈ ℝmi×mi ,
for i = 1, 2, . . . , s. The generalized controllability and observability Gramians of the
stable system Σs are characterized by the following theorem.

Theorem 9. Let X > 0 be the unique solution of (11.59a), and let Y > 0 be a solution
of (11.59b). Let Km > 0 and KM > 0 be the minimum and maximum solutions of (11.24),
respectively. Then the matrices

𝒳 := X ⊗ K−1M and 𝒴 := Y ⊗ Km (11.60)
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are a pair of generalized Gramians of the asymptotically stable system Σs. Moreover,
there exist two nonsingular matrices T𝒢 and T𝒟 such that 𝒯 = T𝒢 ⊗ T𝒟 satisfies

𝒯 𝒳𝒯 ⊤ = 𝒯 −T𝒴𝒯 −1 = Σ𝒢 ⊗ Σ𝒟 . (11.61)

Here, Σ𝒢 := diag{σ1, σ2, . . . , σn−1} and Σ𝒟 := diag{τ1, τ2, . . . , τℓ}, where σ1 ≥ σ2 ≥ ⋅ ⋅ ⋅ ≥
σn−1 and τ1 ≥ τ2 ≥ ⋅ ⋅ ⋅ ≥ τℓ are equal to the square roots of the eigenvalues of XY and
K−1M Km, respectively.

The block-diagonal structure of Y will be crucial to guarantee that the reduced-
order model, obtained by preforming balanced truncation on the basis of X and Y ,
can be interpreted as a network system again, as will be shown in Theorem 10 below.

Remark 2. By the duality between controllability and observability, we can also use−Λ̄X −XΛ̄ + F̄F̄⊤ ≤ 0 and −Λ̄Y − YΛ̄ + H̄⊤H̄ = 0 to characterize the pair X and Y for the
balanced truncation, where now X is constrained to have a block-diagonal structure.

Selecting the pair of Gramians in (11.60) with the Kronecker product structure is
meaningful, since they can be simultaneously diagonalized, (i. e., balanced) using
transformations of the form 𝒯 = T𝒢 ⊗ T𝒟. Note that T𝒢 and T𝒟 are independently
generated from (11.59) and (11.24). More precisely, T𝒢 only balances the network struc-
ture, or the triplet (Λ̄, F̄, H̄), whileT𝒟 only balances the agent dynamics, i. e., the triplet(A,B,C). Thus, the Laplacian dynamics and each subsystem (11.11) can be reduced in-
dependently, allowing the resulting reduced-order model to preserve a network inter-
pretation as well as the passivity of subsystems.

Denote by (Λ̂1, F̂1, Ĥ1) and (Â, B̂, Ĉ) := Σ̂i the reduced-order models of (Λ̄, F̄, H̄) and(A,B,C), respectively, where Λ̂1 ∈ ℝ(r−1)×(r−1), F̂1 ∈ ℝ(r−1)×p, Ĥ1 ∈ ℝq×(r−1), Â ∈ ℝk×k,
B̂ ∈ ℝk×m, and Ĉ ∈ ℝm×k . Here, k < ℓ and r < n. Consequently, the reduced-order
models of the average module (11.57) and the stable system (11.58) are constructed:

Σ̂a :{{{ ̇̂za = Â ̂za + 1
√n (1⊤n F ⊗ B̂)u,

ŷa = 1
√n (H1n ⊗ Ĉ) ̂za, (11.62a)

Σ̂s :{ ̇̂zs = (Ir−1 ⊗ Â − Λ̂1 ⊗ B̂Ĉ) ̂zs + (F̂1 ⊗ B̂)u,
ŷs = (Ĥ1 ⊗ Ĉ) ̂zs. (11.62b)

Combining the reduced-order models Σ̂a and Σ̂s, a lower-dimensional approximation
of the overall system Σ is formulated as

Σ̃ : { ̇̂z = (Ir ⊗ Â − Γ ⊗ B̂Ĉ) ̂z + (ℱ ⊗ B̂)u,
ŷ = (ℋ ⊗ Ĉ) ̂z, (11.63)

where

Γ = [Λ̂1
0
] , ℱ = [ F̂1

1
√n1
⊤
n F
] , ℋ = [Ĥ1

1
√nH1n] .
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Here, Γ is not yet a Laplacian matrix, but it has only one zero eigenvalue at the origin
and all the other eigenvalues are positive real. To restore a network interpretation in
the reduced-ordermodel Σ̃, the following theorem is provided in [21], which states that
there exists a similarity transformation between Γ and an undirected graph Laplacian
matrix.

Theorem 10. A real squarematrix Γ is similar to the Laplacianmatrixℒ associated with
an weighted undirected connected graph if and only if Γ is diagonalizable and has an
eigenvalue at 0 with multiplicity 1 while all the other eigenvalues are real and positive.

By Theorem 10, we find a reduced Laplacian matrix L̂ which has the same spec-
trum as Γ, namely, there exists a nonsingular matrix 𝒯n such that L̂ = 𝒯 −1n Γ𝒯n. The
matrix L̂ characterizes a reduced connected undirected graph ̂𝒢, which contains r ver-
tices. Applying a coordinate transform ̂z = (𝒯n ⊗ Ir)x̂ to the system Σ̃ in (11.63) yields a
reduced-order network model

Σ̂ : { ̇x̂ = (Ir ⊗ Â − L̂ ⊗ B̂Ĉ)x̂ + (F̂ ⊗ B̂)u,
ŷ = (Ĥ ⊗ Ĉ)x̂, (11.64)

with F̂ = 𝒯 −1n ℱ and Ĥ = ℋ𝒯n. It can be verified that the reduced-order network system
Σ̂ in (11.64) preserves synchronization. Moreover, denote the transfer matrices of Σ, Σ̂,
Σs, Σ̂s, Σa, and Σ̂a byG, Ĝ, Ts, T̂s, Ta, and T̂a, respectively. The approximation error can
be analyzed as follows:‖G − Ĝ‖ℋ∞ = 󵄩󵄩󵄩󵄩(Ts + Ta) − (T̂s + T̂a)󵄩󵄩󵄩󵄩ℋ∞≤ ‖Ts − T̂s‖ℋ∞ + ‖Ta − T̂a‖ℋ∞ , (11.65)

inwhich an a priori upper bound on the reduction error of the stable systemΣs is given
as ‖Ts − T̂s‖ℋ∞ ≤ 2 n−1∑

i=r

ℓ∑
j=1

σiτj + 2 r−1∑
i=1

ℓ∑
j=k+1

σiτj, (11.66)

with σi and τi being the diagonal entries of Σ𝒢 and Σ𝒟 in (11.61), respectively. Denote
by Si and Ŝi the transfer matrices of Σi and Σ̂i, respectively. If Si − Ŝi ∈ ℋ∞, we obtain‖Ta − T̂a‖ℋ∞ ≤ 1n 󵄩󵄩󵄩󵄩H1n1

⊤
n F
󵄩󵄩󵄩󵄩2 ⋅ ‖Si − Ŝi‖ℋ∞ . (11.67)

In several special cases, the a priori error bounds on ‖G − Ĝ‖ℋ∞ in (11.65) can be
obtained. The first case is when we only reduce the dimension of the network while
the agent dynamics are untouched as in [8]. In this case, we obtain ‖Ta − T̂a‖ℋ∞ = 0,
which yields ‖G − Ĝ‖ℋ∞ = ‖Ts − T̂s‖ℋ∞ ≤ 2 n−1∑

i=r

ℓ∑
j=1

σiτj. (11.68)
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The second case is when the average module is not observable from the outputs
of the overall system Σ or not controllable by the external inputs. Consider

H1n = 0, or 1⊤n F = 0. (11.69)

Then, the approximation between Σ and Σ̂ is bounded by ‖G − Ĝ‖ℋ∞ = ‖Ts − T̂s‖ℋ∞ ,
whose upper bound is given in (11.66). A special example of (11.69) can be found in
[57, 58, 49], where the output matrix H in (11.13) is taken as in (11.25).

11.5 Conclusions

In this chapter, model reduction techniques for linear dynamical networks with dif-
fusive couplings have been reviewed. There exists a vast amount of literature on this
topic, and the reference list in this chapter is certainly not complete. For example, in
[65, 28, 27, 32, 56], the approximation approaches are developed based on singular
perturbation approximation and applied to reduce the complexity of chemical reac-
tion networks and power networks. In [47], the interconnection topology is simplified
by removing cycles in the network, and in, e. g., [10, 55, 48], preliminary results for
reducing nonlinear dynamical networks are developed. Recently, a lot of interest is
taken in the combination of network reduction and controller and observer designs.
For example, [76] presents a linear quadratic Gaussian controller for large-scale dy-
namical networks using the clustering-based reduction, and [68, 62] proposes the av-
erage state observer based on reduced-order network models.

Generally speaking, order reduction methods for linear network systems have
been extensively investigated. However, the approximation of complex network con-
taining nonlinear couplings or subsystems is still challenging, and the existing results
on nonlinear networks are far from satisfactory. Another challenge in this area is the
order reduction of heterogeneous networks, i. e., network systems composed of non-
identical subsystems.
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Abstract:We are currently facing a substantial transformation of our industrial world
and the way our economics are organized. This transformation, known as digitaliza-
tion, is driven by the systemic integration of information technology in all kinds of
devices, machines, and factories such that new smart networks are formed and new
smart products have the ability to monitor, to forecast, and to control their behavior.
One of the fundamental pillars of digitalization is simulation technology, since it en-
ables the new intelligence layer in the form of digital twins which mirror the physical
systems into the digital world – also named by Gartner Inc. as a top technology trend
for 2017 and 2018. Creating such intelligence layers over several domains and life cycle
phases requires, among other challenges, technologies for transforming and reducing
complex simulation models. Exactly for this task a key technology is model order re-
duction (MOR). However, MOR is not only a key technology within emerging digital
twins but also helps to reduce simulation times in the existing everyday business of
simulation engineers. This is especially importantwhen for a simulationmodel a large
number of evaluations are needed. Within this chapter we present use cases where
MOR is a key enabler for the realization of digital services and the reduction of simu-
lation times. Furthermore we outline the potential of MOR in the context of realizing
the digital twin vision.
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or of predevelopment activities to evaluate new business opportunities. This means
that the goal was always to improve products, to develop new products, or to evaluate
the potential lying in innovative business ideas. In this environment the application
of model order reduction (MOR) was not a goal in its own. Instead the application of
MOR was always triggered by the requirements coming from the project goals. In par-
ticular for predevelopment projects such a goal is typically to evaluate the commercial
benefit lying in new technologies, which in our case was MOR.

In this chapter we start with outlining the underlying business visions of digital-
ization and digital twins and the role of MOR within this vision. This part is followed
by a report of our experiencewith productizingMOR algorithms. Finally, we report the
content, the challenges, and the results of some of our projects.

Throughout this chapter we try to give an insight into our work between the poles
of business models and technological challenges, which is sometimes even the great-
est challenge.

12.2 Digitalization and digital twins

Complexity in today’s industry is exploding. New production methods, miniaturiza-
tion of electronics, novel sensor technologies, and last but not least the Internet of
things have led to many disruptive developments implying more and more complex
products. On the onehand, this offers unique opportunities, e. g., in terms of efficiency
or autonomy of components, products, and complex systems. On the other hand, it
challenges today’s design, engineering, operation, and service paradigms mostly fo-
cusing onmanual expert interaction, which can hardly, if at all, handle this enormous
complexity.

Digitalization changes everything everywhere. With the rise of new technology
trends, such as AI foundations, intelligent things, cloud to edge, or immersive expe-
riences [76], many of today’s paradigms can be expected to be disrupted. Not only in
the consumer market, as we can clearly observe today, but also in the industrial and
medical sectors we see disruptions as proven by first early adopters.

Digital twins will be one key answer to these challenges; see, e. g., [24, 35, 81] for
a broad overview from an engineering perspective. They are the next wave in simu-
lation technologies (Figure 12.1). Digital twins integrate all (electronic) information
and knowledge generated during the lifetime of a product, from the product defini-
tion and ideation to the end of its life. Examples of these data range from the initial
requirements which have led to the design of the product, the design and engineering
data, which have been generated during virtual design, to operation data such as sen-
sor values collected during operation. The data themselves are only a central asset, if
it can be used to make relevant predictions providing the right level of information at
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Figure 12.1: Simulation is evolving from a troubleshooting tool to a key business driver in the form of
digital twins.

the right time. Ultimately, digital twins mirror products and systems from the real into
the digital world and vice versa.

From a high-level point of view, information included in digital twins can be
split in to two categories: (i) pure data values with only little additional structure
and knowledge associated, such as data gathered from sensors, and (ii) structured
executable model-based data, in particular simulation models. Thus from this point
of view digital twins bring together classical data-based schemes with model-based
approaches such as simulation and optimization (Figure 12.2).

Today, most model-based approaches, and in particular simulation, are domain-
specific and mostly used during design and engineering. The core concept of the dig-

Figure 12.2: Digital twins inte-
grate model- and simulation-
based approaches with data-
based approaches such as
artificial intelligence.
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ital twin is to extend their usage along the complete life cycle and to deliver new ser-
vices providing the right information at the right place in an efficient way, for exam-
ple, digital twins supporting early system configuration during the sales process or
optimization of operation and service concepts. This broad usage implies a number
of requirements to modeling and simulation which diverge from its classical use in
design and engineering:
– Interactivity – Speed and accuracy define the value of simulation and digital

twins. Being very accurate, today’s model and simulation approaches are ex-
tremely time-consuming. Speeding them up, while retaining the right level of
accuracy, is crucial for extending the use of digital twins.

– Reliability–Users of digital twins cannot be expected tobe sophisticated experts,
like it can be expected during the use in design and engineering. Thus any predic-
tion by the digital twin must be fail-safe and/or provided along with confidence
intervals such that no expertise is required to interpret the results or can be used
autonomously, e. g., by controls.

– Usability – Model-based and simulation tools are expert-centric today. Their re-
sources are limited and thus the use of corresponding tools today is limited by
the availability. Therefore, any digital twin solution must be accessible also for
nonexperts from a usability perspective.

– Security – Many business models based on the digital twin will require to ex-
change digital twins between different parties. Reverse engineering must be pre-
vented, such that no intellectual property is lost.

– Deployability – Digital twins will be used differently from the place where they
have been created, e. g., on customer premises, in the cloud, on controls. Thus
deployment must be easy to reduce barriers and efforts.

The digital twin concept has been originally introduced in 2003 by Michael Grieves
[41] and first put to public by NASA in 2012 [38]. Digital twins are considered so impor-
tant to business, that they were named one of Gartner’s Top 10 Strategic Technology
Trends for 2017 [76]. They are becoming a business imperative, covering the entire life
cycle of an asset or process and forming the foundation for connected products and
services. Companies that fail to respondwill be left behind. For example, it is predicted
that companies who invest in digital twin technology will see a 30% improvement in
cycle times of critical processes [77]. A potentialmarket of 90 billion US dollar per year
associated to corresponding offerings is predicted [28].

To realize the vision of digital twins, MOR is a key technology. Other key technolo-
gies cover novel user interaction paradigms and devices (such as virtual, augmented,
or mixed reality), technologies for merging data and model-based approaches, or se-
mantic technologies to easier built-up systems of digital twins.
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12.3 Model order reduction in the context of
digitalization and digital twins

The digital twin vision extends the expert-centric focus of modeling, simulation, and
optimization technologies towards a digital assistance for everyone in day-to-day de-
cisions. This is supported by a double exponential growth of capability in simulation
technology. On the one hand, computational hardware is developing exponentially
according to Moore’s law [94]. On the other hand, efficiency of simulation algorithms
is subject to exponential growth as well [91]. With this growing capability, computer-
aided paradigms have become so powerful that they can provide novel simulation-
based assistance in many fields, for example, digital twins providing new services for
predicting failures, increasing operational efficiency, or for service planning [76].

However, compared to computer-aided tools in engineering, computer-aided as-
sistance by means of digital twins is a niche application. The manual setup of corre-
sponding models is a tedious task requiring simulation experts. This limits the use of
model-corresponding concepts since corresponding efforts and costs are major road-
blockers for increased use [60]. Furthermore, the lack of rigorous concepts for quan-
tifying errors often implies very conservative safety margins, so that the full poten-
tial often cannot be exploited. Missing protection of intellectual property of models
and the lack of standards (the functional mock-up interface [FMI] is only adopted
slowly [10]) are hindering further. Thus today, digital twin-based approaches are only
adopted in applications of high value, e. g., heavy-duty vehicles [44]. MOR [5, 4, 95] is
a key technology to solve these challenges in the context of digital twins. By splitting
computations in an offline and an online phase, computational effort is shifted to an
offline phase allowing interactive simulation during the online phase. However, not
only does this imply a speedup of calculations, but due to their reduced information
set, reduced-order models (ROMs) protect intellectual property efficiently. While ge-
ometries can be recovered from the meshes of three-dimensional simulations, this is
not the case for ROMs, in particular since the output generally focuses on the quantity
of interest, i. e., a temperature at a single location rather than a complete temperature
field. This furthermore increases the usability, since only relevant information is ac-
cessible. In addition, ROMs can be efficiently containerized using available standards
such as FMI [10], thus increasing usability. In particular in view of the challenges laid
down in Section 12.2, MOR is a key technology for digital twins.

A variety of concepts and approaches have been introduced in the last decades
mostly using projection-based approaches such as proper orthogonal decomposition
(e. g., [111]), balanced truncation (e. g., [42]), the reduced basis method (e. g., [80]),
or Krylov subspace methods (e. g., [7]). The key idea of most approaches is to reduce
the space of considered functions by means of an appropriate low-dimensional basis.
For (close-to-)linearmodels,MOR is state-of-the-art in computational engineering and
science. For nonlinear models it is a highly active field of research (e. g., [8]).
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In addition to classical MOR methods, machine learning offers an alternative ap-
proach. Many successful applications, such as the efficient operation of wind parks
[62], have been realized during the last years. Compared to model-based approaches,
machine learning concepts require comparably littlemanual efforts to be set up. How-
ever, being data-centric, machine learning is not applicable where only few data are
available. This is often the case in industrial applications, where relevant data cannot
be measured, cannot be shared (e. g., due to IP concerns), or is simply not available
(e. g., failure data for small lot products). On the one handmachine learning could be
used to speed up simulation models by means of learning the underlying simulation
data (e. g., [43]), but a combined approach with the ROM as the foundation and ma-
chine learning closing the accuracy gap seems to be a more promising approach [58].
However, such combined approaches have rarely been considered in the past and we
believe that it has a strong future potential.

Within the following sections we review the application of MOR in projects which
tackled concrete aspects of the digital twin vision described above. However, before
describing these projects we generally review the process of productizing algorithms
since the overall goal of every industrial R&D activity is to improve or deliver new
products or services.

12.4 Model order reduction – from algorithms to
products

12.4.1 Introduction

The process of making an algorithm suitable for use in commercial (CAE) software,
also referred to as productizing, can be long and difficult to plan. Even if algorithms
are known in the literature to be generally robust, the applicability to commercial soft-
ware implementation is not always straightforward. In particular, it is challenging to
foresee the user’s needs and desired application of a method so that the method’s as-
sumptions do not lose validity. Moreover methods and software developers often face
strict boundary conditions regarding implementation variants that are dictated by,
e. g., the structure of the underlying physics engine or solver in which novel methods
are implemented. Furthermore, while algorithms are usually designed by experts, the
actual end-users are typically not experts in using those algorithms – they are experts
in their own domain. Hence successful productizing requires not only that algorithms
are robust with respect to applications, but also that their parameters can be (re)set
in an automatic and dynamic way: automatic to reduce the need for users to set pa-
rameters and dynamic because parameters may need to be adjusted not only at the
start of but also during the simulation. In this way the numerical methods become
transparent to the user while the freedom of the user to interact with the algorithm is
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somehow restricted. A good balance between transparency and user freedom has to
be found. The situation becomes even more complicated if a working algorithm is not
available or if the problem at hand is not yet fully understood and analyzed.

In this sectionwe describe the various phases from algorithms to products.We as-
sume that the problem to be solved is sufficiently well-defined (and constrained) and
end-user requirements are known, and hence we focus on the process of solving the
problem. As a concrete example, one could consider the typical MOR problem: given
a dynamical system, find a reduced dynamical system that approximates the origi-
nal system with a controllable trade-off between error and speed, and preservation of
key properties like stability. We identify the following phases that will be discussed in
more detail in the next subsections:
– research: literature study and investigation of novel approaches;
– prototyping: implementation of stand-alone or integrated software to allow feasi-

bility studies;
– productizing: implementation in, or as, a product;
– customer feedback: closing the loop with new results and new requirements from

end-users.

These phases may overlap in practice and moreover the process might become iter-
ative: After customer feedback, but also during productizing, often new insights are
obtained which require further research and prototyping.

12.4.2 Research

During the research phase, traditionally two activities are dominant: literature study
and design of novel approaches. Depending on the complexity and confidentiality of
the problem, these activities are carried out by one ormore researchers, e. g., a techni-
cal leader, a (team of) researcher(s), and aMSc/PhD student, or even outsourced to an
external party. For literature study, it is not only important to have the problemat hand
well-defined, one must also know which literature to study. In some cases the right
sources are naturally available because the researcher has experience on the topic. In
other cases the topicmay be less or evennot covered in existing literature, or not in the
context of the application at hand. Communicationwith colleagues (potentially in dif-
ferent divisions) and external parties like universities is then required to at least find
a starting point. In several cases such contacts, for instance made during conferences
or European networks like EU-MORNET [30], may develop to long-lasting collabora-
tions with rewards such as scientific and commercial breakthroughs and staffing op-
portunities. The circuit simulation-related MOR work described in Section 12.10, for
example, has been performed in collaboration with the TU Eindhoven, in the Euro-
pean project ASIVA14 [21], while the drivetrain dynamics simulation tools described
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in Section 12.8 have been developed in cooperation with the KU Leuven and the Uni-
versity of Calabria within several years of research interactions and projects such as
the Marie Curie H2020 project DEMETRA [57].

Often the problem is not sufficiently covered in the literature: The context or ap-
plicationmay be different, the boundary conditions imposed by the main CAE solvers
could be a limiting factor to the implementation of original algorithms, or the problem
itself may simply be new. Even if the problem is well covered, one usually has to adapt
and tune the proposed methods to the problem at hand. This stage, which may vary
from simple changes of existing strategies to the design of novel approaches, typically
involves prototyping, which we discuss in more detail in the next subsection.

12.4.3 Prototyping

When a set of methods is defined to achieve a specific target it is time to develop the
first prototype code in order to test if the assumptions made during the research stage
are valid and if the knowledge gained has application potential. In the prototyping
phase, usually, one or more method developers and/or software engineers start to de-
fine preliminary software architectures and begin the implementation of a prototype
code. Common choices for development environments are MATLAB [66] and Python
[79]. As a good practice, the developed mock-up code should be easy to extend, it
should be tested in a similar environment as compared to the target solver inwhich the
final implementation is foreseen, and it should be flexible enough to be tested in mul-
tiple scenarios and maintain a satisfactory level of user-friendliness. In this way new
extensions of the methods can be easily tested on multiple scenarios, the code can be
shared with colleague researchers and consultants for usage in bilateral projects, and
the risk of failure during the prototyping-to-product transition is reduced. Once the
set of algorithms is mature enough, it is important to perform stress tests in the largest
possible range of applications. Automatic testing is not mandatory but is surely an
added value.

Using the specific case of MOR-related algorithms, it can happen that a large
amount of parameters must be set by the user and that these are of difficult physical
and mathematical interpretation to nonexpert users. Moreover, automatic parameter
tuning algorithms are rarely available in the literature for the specific application fore-
seen for the implemented method. For this reason a big effort during the prototyping
phase is generally spent in making the numerical methods robust and the automatic
parameter setting transparent while still allowing advanced users to retain the de-
sired level of control on the numerical method. During the prototyping phase of the
method described in Section 12.8 the original number of parameters linked to the un-
derlying MOR strategy was drastically reduced thanks to automatic parameter setting
and the remaining parameters have been readapted to represent physical quantities
that are easy to understand from a user point of view. Similarly, for the MOR approach
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described in Section 12.10, most of the low-level parameters have been combined into
macro-options that give the user (and developer) easy control over performance and
accuracy.

If this target is achieved, the prototype should be tested on real engineering cases
during, e. g., bilateral services projects and/or funded research projects. This step is
useful to confirm the potential of the method, find out unforeseen usages, and detect
potential limitations.

Often, at the end of the prototyping stage, a preliminary user interface is created
to explore the usability of complex numerical solutions.

12.4.4 Productizing

Once the set of algorithms has reached a satisfactory level of robustness and usabil-
ity the prototyping phase can be sided by the productizing phase. First the developed
methods shouldbe assessed for theirmarket value, general applicability, and strategic
importance. This stage is fundamental in order to assign a well-balanced amount of
development resources. After this assessment the correct number of resources – gen-
erally one or more developers and/or software engineers – is assigned the task of im-
plementation into the target commercial CAE solver. The goal is to translate customer
specifications, design requirements, and prototype code into a professional and con-
sistent implementation. Especially during the implementation of novel methods, it is
of paramount importance that researchers and developers communicate on a regular
basis. In practice, the specific research knowledge and the application-oriented char-
acter of many methods makes it hard to make consistent and complete code design
specifications. In this case, developers may face the challenge of interpreting proto-
type code andmight implement nonintended behavior. It is advisable to initially allow
researchers and developers to spend time together and even promote pair-coding ac-
tivities. Themore the algorithmsare complexandhaveadual theoretical-applied char-
acter, the more this practice should be promoted. During this period and in parallel
with themethod implementation into commercial solvers, a team of developers might
also start to implement a user-friendly user interface. Themore the numerical method
has been refined andmade robust, the less the user interface creation process is chal-
lenging. During the creation of the MOR method applied to drivetrains described in
Section 12.8 a prototype user interface was also created in parallel with the research
and method prototyping. This and the strong cooperation between the research and
development units of Siemens allowed for a smooth transition of the prototype code
andprototype user interface into a commercially available solution forMORapplied to
drivetrain problems. One of themain challenges in the productizing of themethods in
Section 12.10 was the choice on which parameters to make available to the user. This
has been an iterative process itself, where researchers, developers, and application
engineers were involved.
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12.4.5 Customer feedback

No matter how sound the underlying theory is and no matter how many tests have
been done, the most useful feedback on the quality (performance, accuracy) of the
product is end-user feedback. The difficulty, asmentioned before, is that the test cases
used by development teams typically do not cover completely the real cases used by
customers. Hence, there is always a risk involvedwith releasing improved or new func-
tionalities. The key is again communication to manage expectations, not only inter-
nally with sales and product engineering teams, but also with the customer (either
directly or via customer-based application engineers): Roughly speaking, one of the
first things to do when a customer request (bug report or enhancement request) is
filed is to analyze whether there is a real bug in the theory and/or implementation,
or whether the result is within accuracy tolerances but outside customer expecta-
tions. Ideally this first analysis is done by application or test engineers, but depend-
ing on the complexity, development teams may need to be involved as well. When
the issue is identified as bug, apart from implementation errors, regularly one will
have to go back to the underlying theory, for instance to adjust initially made as-
sumptions or estimates, hence reiterating the phases described in the previous sub-
sections.

When the result is within accuracy tolerances but outside customer expectations,
the situation can becomemore complicated. Not only one has to be sure that the result
is indeed within tolerances, but one also has to explain this to the customer: Particu-
lar care has to be taken here to avoid breaking long-standing trust relations. Further-
more, it might also be an indication that certain settings and options in the software
are not clear for users, which may require software and/or documentation to be im-
proved.

During the circuit simulation-related MOR work described in Section 12.10 all of
the above-mentioned scenarios have happened. For example, a bug reporting a too
large difference in signal delay was initially identified as a side effect of the way the
delay was computed during postprocessing of simulation data. A deeper analysis,
however, showed that while the actual delays were still within (user-settable) simu-
lation tolerances, the used error estimations in the code were in fact too optimistic,
and hence all phases above had to be reiterated in order to fix the issue. After the re-
lease of the first version of the drivetrain simulation tools described in Section 12.8, a
user signaled an extension request to improve the usability of the tool for large system-
level models that include multiple drivetrains. The user was contacted and asked for
feedback about the urgency of the required extension. It was then decided in agree-
ment within the party to take the time to develop a proper interface for the requested
extension and release it together with the official product release a few months af-
ter.
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12.4.6 Concluding remarks

We conclude by repeating what was mentioned in the introduction: The phases de-
scribed in this section are typically visited in an iterative way. Moreover, they may in
fact be visited in any order, for instance when through the acquisition of software (or
company) one starts with an actual product that has to be integrated in a larger envi-
ronment.

12.5 Use case – virtual sensors

12.5.1 Vision

The use of models to enhance or extend test-based engineering processes is one of the
key application fields of model-based system testing [27]. Test data exploitation can
be greatly enhanced by complementing sparse physical sensor measurements with
model-based virtual sensor data [107, 20]. Control system efficiency can be increased
by providing optimal control inputs using quantities which cannot be measured di-
rectly and operating system performance can be tracked through monitoring internal
system states. Traditionally such control inputs or internal states of devices are mea-
sured during operation by hardware sensors [53]. However, due to cost restrictions or
extreme physical conditions it is not possible to place hardware sensors at any desired
position in any device. The goal of virtual sensors in all these applications is to provide
online information about internal conditions or system performance based on simu-
lation models instead of hardware sensors. These system models can be used offline
to expand data sets or may be running parallel to operation, permanently synchro-
nized with the current operation state, and report the desired internal states at the
usual rate of the hardware sensors. From a business perspective such virtual sensor
software modules may not only add value to the engineering process but can enable
new simulation-based products such as advanced condition monitoring for improved
availability or reduced downtimes. Furthermore, when virtual sensor algorithms and
existing controllers are integrated into one software architecture, novel model-based
controllers can be realized.

However, the systematic application of embedded simulation models for ex-
tended data analysis or parallel to operation is still a young field of activity. On the
other hand, driven by the need to reduce development cycle times, simulation has be-
come a frequently used tool during the development of products [17]. To draw reliable
conclusions during the development process detailed three-dimensional simulation
models are needed and the evaluation of these simulation models typically involves
significant simulation times. This makes their reusage inside virtual sensor software
and related state estimation a challenge.
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In fact one of the central requirements for simulation models inside virtual sen-
sors is the capability for fast estimation or even real-time capability when the results
should be updated within the usual update frequency of hardware sensors. For this
reason, MOR [8, 5] is applied to, e. g., detailed three-dimensional simulation models
developed for design engineering purposes. This ensures reusage of the already avail-
able information and it allows to obtain fast or even real-time capable surrogate mod-
els which nevertheless operate within an acceptable accuracy.

12.5.2 Technological challenges

In this section the required steps for a virtual temperature sensor are described.
For a virtual temperature sensor the starting point is the thermal energy equa-

tion which reads for heat conduction with Fourier’s law q = −κ∇T [67, 55, 105] for a
computational domain Ω as

𝜕t(CpT) + ∇ ⋅ (−κ∇T) = h in Ω,
q ⋅ n = hf on ΓN , (12.1)
q ⋅ n = α(T − Tamb) on ΓR.

Here, T is the temperature field, Tamb is the ambient temperature, Cp is the specific
heat capacity, κ is the heat conductivity, and α is the convection coefficient [61, 56].
In a typical industrial setup, Dirichlet boundary conditions are not used. Instead, the
thermal losses are captured by the volume heat load h or the heat fluxes hf at the
boundary. The most important boundary condition is the Robin boundary condition,
which is also known as Newton’s law of cooling [56]. This boundary conditionmodels
the thermal communication with the environment. Especially when a thermal model
contains only solid bodies which are surrounded by a coolant, the convective heat
transfer coming from the coolant flow can be modeled by a given distribution of con-
vection coefficients. For example, this applies to thermal models of electric motors
which contain the solid parts of the stator, rotor, and housing, but not the flow do-
main of the cooling air flow.1

To start the MOR procedure, the thermal energy equation has to be written as a
state-space system in the form

E d
dt
x = A x + B u, (12.2)

y = C x.

1 A full conjugate heat transfer model would lead to a dramatic increase in complexity and compu-
tational time, since the turbulent and thermal air flow in the rotor-stator gap and around the stator
cooling fins needs to be resolved [56].
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Here x ∈ ℝn is the system state, u ∈ ℝm is the input which drives the system, and
y ∈ ℝp is the measurable respectively observable system output. Furthermore, the
system matrices are of dimensions E,A ∈ ℝn×n, B ∈ ℝn×m, and C ∈ ℝp×n.

To obtain the thermal energy equation (12.1) as system (12.2), the following steps
need to be performed.
– The heat load h and heat flux hf are assumed to consist additively of contributions

which only vary in time, i. e., h = h1(t)+ ⋅ ⋅ ⋅+hl(t) and hf = hf ,1(t)+ ⋅ ⋅ ⋅+hf ,k(t). This
assumption is fulfilled for a typical thermal simulationmodel in the industry since
theusual procedure in commercial three-dimensional simulation software is (a) to
mark the relevant model components on which the heat loads and the heat fluxes
are applied and (b) to specify the total thermal losseswhich are produced by these
model components. In a subsequent step the commercial software distributes the
total thermal losses spatially homogeneous over the marked model component
[2]. This leads tom = l + k inputs.

– A finite element method or finite volume discretization approach in space brings
the thermal energy equation almost into the desired state-space formulation.
Some minor changes are necessary since during the finite element method or fi-
nite volume assembly procedure a constant vector b0 occurs at the right-hand side
due to the Robin boundary condition [59]. This part is added to the input terms
by extending the input matrix B as B = (B, b0) and the input vector u as u = (u, 1).
This leads in total tom = l + k + 1 inputs.

– Additionally the output matrix C has to build up according to the desired location
of the virtual sensors. This is done by marking for each virtual sensor its relevant
nodes or elements in the computational mesh. This determines for each virtual
sensor its corresponding row in the output matrix C.

The major technological challenge in this process is to access the assembled system
matrices from commercial CAE software. For Simcenter Thermal Flow [2, 99] this was
solved with a special subroutine and for NX Nastran [2, 71] this was solved with DMAP
[2, 25]. However, there are commercial CAE software packages which do not provide
any customization possibility to access the system matrices or some explicit solvers
even do not assemble global system matrices.

Once the state-space system corresponding to the thermal simulation model is
obtained, any MOR method can be applied which works on state-space systems of
type (12.2) [8, 5]. For thermal simulation models the matrices are huge in size but
sparse [59]. In our experience, typical industrial small-sized thermal models contain
up to 106 degrees of freedom and typical medium-sized thermal models contain up
to 108 degrees of freedom. For this reason the Krylov subspace MOR methods are a
good choice since Krylov subspaces have a long history in connection with linear it-
erative solvers for especially huge and sparse linear equation systems [39]. A detailed
review of Krylov subspace MOR methods can be found, e. g., in [5, 8, 7, 72]. Instead
of giving yet another introduction into Krylov subspace MORmethods we concentrate
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on what is necessary to realize virtual sensors with these methods in an industrial
environment.

However, classical Krylov subspaces MOR methods such as [72] are feasible only
for linear and time-invariant systems (12.2). For productswith temperature-dependent
material properties, the heat equation (12.1) becomes nonlinear due to κ = κ(T). In this
case nonlinear algorithms (e. g., [8, 114, 69]) need to be applied.

12.5.3 Project description

The first goal was to establish a user-friendly work flow for generating ROMs from ex-
isting three-dimensional thermal simulationmodels in an industrial environment. For
this goal the determining factors are that (a) the simulationmodels are constructed in
a commercial CAE software and (b) the simulation engineers have profound knowl-
edge in their physical domain and the used CAE software but in general they are not
experts in MOR nor they are programmers; see Section 12.4 for more details. More pre-
cisely, since all commercial CAE software packages are used through graphical user
interfaces, simulation engineers are generally not used to run algorithms in command
line tools or software development environments.2 This starting position requires (a)
to interact with the commercial CAE software and (b) to hide the details of theMOR al-
gorithms from the user (Section 12.2). For this reason aMOR plug-in for Simcenter [26],
the flagship product of Siemens in the CAE market, was developed. This MOR plug-in
adds a ribbon to the Simcenter Graphical User Interface (GUI) which guides the user
with buttons and following pop-upwindows through the process of generating, apply-
ing, and exporting ROMs (Figure 12.3). This MOR plug-in was developed as Siemens
internal engineering tool and is in productive usage within different projects and de-
partments. To ensure that the resulting GUI matches the user expectations, several

Figure 12.3:Model order reduction plug-in.

2 The main task of simulation engineers is to support or enable the product development process
based on simulative information. To accomplish this, simulation models with the relevant physical
information are built from CAD models. From the obtained simulation results conclusions are then
drawn, e. g., about the product design or the reliability, and this information is fed back in the devel-
opment process. This means that simulation engineers are focusing on product development and not
on algorithm development.
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in-house simulation engineers were included in the process of designing the GUI and
the work flow of the plug-in (Section 12.4.5). With this plug-in the step to easily gener-
ate ROMs from existing three-dimensional thermal simulation models was solved.

For realizing virtual temperature sensors, the next step is to wrap the obtained
ROM inside a virtual sensor softwaremodulewhich is runnable on the target hardware
and software architecture. For the communication with the surrounding software ar-
chitecture, the virtual sensor softwaremodulemust receive the current operating con-
ditions, transform these conditions into the required input for the ROM, call the ROM,
transform the ROM results into the required format, and feed the properly formatted
ROM results back into the surrounding software architecture. Furthermore, one com-
munication cycle of that kind must be done within an expected frequency.

A crucial point is the available information during operation. Typically the avail-
able information is not identical with the required input for the ROM. For example,
for electric motors the current is known during operation and can be fed into the vir-
tual sensor softwaremodule. However, the ROMobtained from the thermal simulation
model requires heat loads as inputs. Thus it must be part of the offline phase, i. e., the
creation phase of an ROM, to provide the required information for mapping the avail-
able inputs (e. g., current) to the required ones (e. g., heat loads). This task involves
detailed product-specific knowledge and is a central key for a vital and accurate vir-
tual sensor softwaremodule. In our projects this taskwas solvedwith detailed look-up
tables which were provided by the respective engineering departments.

Another important ingredient of a virtual sensor softwaremodule is to ensure that
the ROM is permanently synchronizedwith the actual operation condition of the prod-
uct. This requires that the virtual sensor softwaremodule receives and adequately pro-
cesses the relevant information about the current operation state to keep its internal
ROM synchronized. In our projects we solved this task with online filtering algorithms
[101, 100, 46, 52], such as Kalman filters, where the filtering was done based on the
available temperature hardware sensors and the corresponding temperatures coming
from the ROM for these locations.

The last step in thedevelopmentprocedure is to run system tests to improve the so-
lutions based on this feedback. Some of our projects have currently reached this stage,
whereas in our in-house hardware lab virtual temperature sensor software modules
are already running and tested.

12.5.4 Results and summary

The main challenge of our projects was that virtual temperature sensors based on
ROMs were realized for the first time for the considered products. This means that not
only the software modules had to be developed but we also had to establish a work
flow of how to realize these virtual sensor software modules. While customized one-
time solutions are sufficient for research projects and first prototypes, they are not a
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proper solution for new services or products. New products or services require a sus-
tainable work flowwhich is integrated into the existing development ecosystem of the
involved engineers (Section 12.4). The approach we put into practice started from ex-
isting three-dimensional thermal simulation models. These models were compressed
with MOR and the resulting ROMs were small and fast enough to be executed within
theusual hardware sensor update frequency, either in an embedded environment or in
a cloud environment which is connected to the product. In order to integrate this task
in the existing development ecosystem of simulation engineers, we developed a plug-
in for Simcenter, which is the standard CAE software within Siemens for simulation-
based engineering steps.

The following task of integrating the ROM into the target hardware and software
system was still realized as customized and manual solution for each product. A po-
tential future integration of this step into the existing development ecosystem of au-
tomation engineers are new state-observer blocks within the Totally Integrated Au-
tomation portal, which is the engineering platform from Siemens for all kinds of au-
tomation tasks [104]. During our projects prototypical blocks for such state-observers
based on ROMs were developed but a fully integrated solution is still pending. Nev-
ertheless, exactly the integration into existing automation engineering software tools
is the second important step in realizing virtual sensors in a standard way. Overall,
in a typical industrial development ecosystem, the simulation engineers create the
ROMs for virtual sensors and the automation engineers integrate the virtual sensors
into the software architecture of the products. Thus, to establish virtual sensors based
on ROMs there must be a fully integrated solution for both, the simulation and au-
tomation engineering ecosystems (Section 12.2).

12.6 Use case – predictive maintenance

Data-driven operation support has been a topic for about 10 years. The efficiency of
methods such as condition-basedmonitoring or sensor-based fault detection depends
on the amount and the placement of sensors.

12.6.1 Motivation for model-based predictive maintenance

Very new is the demand of simulative operation support [29]. It allows monitoring ev-
ery position and physical size of a system at any time point. Due to this knowledge,
the system state may be predicted at any time. A simulation-based software program
runs in parallel to the operation and is synchronized by sensor values at every time
point. In many reports this is called the digital twin. The benefits are summarized in
Figure 12.4. Among the most important benefits are inspection and service planning,
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Figure 12.4: Benefits of simulation-based operation support.

Figure 12.5: Advantages for offering a digital twin additional to the hardware.

lifetime prediction, advanced fault detection, and control and optimization during op-
eration. Selling not only the hardware of the system but also additional services can
be a huge advantage in countries with high salaries. There are existing first clients
of Siemens who demand this kind of operation support. In a first view some services
such as giving an availability guarantee may sound risky for a company. On the other
hand this is a unique selling point and selling the risk may bring good profit; see any
insurance company. A more accurate analysis leads to the conclusion that all partic-
ipants may benefit from an availability guarantee (Figure 12.5). Giving an availability
guarantee for products cannot mean that there are no downtimes due to faults or in-
spections. Instead, the downtimes, especially the unexpected downtimes, should be
reduced. The main task is to detect faults at a very early stage and predict their degra-
dation. Thus, immediate downtimes are transferred to predictive downtimes. The base
for giving an availability guarantee is the early detection of faults. If a fault is detected,
then its degree of degradation is predicted. Depending on this prediction an inspec-



396 | D. Hartmann et al.

tion may be scheduled and/or the performance of the system is reduced in order to
achieve the inspection time. Often, the plant is located in very isolated regions. Thus,
the execution of maintenance and spare part supply must be planned very carefully.
The early knowledge of the cause of failure is of tremendous interest.

12.6.2 Oscillatory mechanical systems

We consider a solid body Ω ⊂ ℝ3 with boundary 𝜕Ω = ΓD ∪ ΓN , composed of a material
with Young’s modulus E ≥ 0 and Poisson ratio −1 ≤ ν ≤ 0.5. The body is subject to
volume forces f : Ω → ℝ3 and surface forces g : 𝜕Ω → ℝ3. Displacements d : Ω → ℝ3

from some appropriate function space ℰ(Ω,ℝ3) are determined by the equations of
linear elasticity (see, e. g., [49]):

−div(Ae(d)) = f in Ω,
(Ae(d)) ⋅ n = g on ΓN ,
d = 0 on ΓD,

(12.3)

where the strain e(d) is given by the symmetrized gradient of displacements,

e(d) = 1
2
(∇d + ∇dT) ∈ ℝ3×3, (12.4)

and the stress Ae(d) is given by

Ae(d) = 2μe(d) + λ trace(e(d))I (12.5)
= 2μe(d) + λ div(d)I .

Here, λ = νE
(1+ν)(1−2ν) and μ =

E
2(1+ν) are the Lame constants and I is the identity matrix.

Equation (12.3) is the strong formulation for linear static elasticity. A Galerkin dis-
cretization of theweak formulation (typically by finite elements) yields a linear system

Kd = f , K ∈ ℝn×n, d, f ∈ ℝn, (12.6)

where n is the dimension of the ansatz space, K is the stiffness matrix, and, by abuse
of notation, d is the vector of displacements and f the vector of acting forces.

In the dynamic case, i. e., when d and f are time-dependent, equation (12.6) is
extended to [113]

Md̈ + D(t)ḋ + K(t)d = f (t), (12.7)

where M ∈ ℝn×n is the mass matrix and D ∈ ℝn×n is the damping matrix. Note that
both D and K may be time-dependent. An important special case of this is the rotor
dynamic equation

Md̈ + (D(ω) + ωG)ḋ + K(ω)d = f (t,ω), (12.8)

where ω denotes the angular velocity of the rotor and G is the so-called gyroscopic
matrix [36].
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12.6.3 Model order reduction

Inmany real-world applications, the number n of degrees of freedomof the discretized
system (12.7) or (12.8) is large and its numerical integration is not possible in real-time.
MOR strategies introduce a reduced state q ∈ ℝr with r ≪ n, via d = Ψq,Ψ ∈ ℝn×r .

One way to obtain the reduction matrixΨ for system (12.7) is to use modal reduc-
tion. Setting up the eigenvalue problem of equation (12.7)

ω2Mθ = Kθ (12.9)

and taking the first r eigenvectors, the matrixΨmay be defined by

Ψ = {θ1, . . . , θr}. (12.10)

A preferable technique may be the Krylov subspace methods [7, 93]. The subspace is
defined by

Ψ = {K−1ω f ,K−1ω MK−1ω f , . . . , (K−1ω M)r−1K−1ω f }. (12.11)

The Krylov basis may be computed by the Arnoldi algorithm, which delivers an or-
thonormal basis of the subset.

Inserting this into (12.7) andmultiplying byΨT , one obtains the reduced equation

M̂q̈ + D̂(t)q̇ + K̂(t)q = ΨT f (t), (12.12)

where

M̂ = ΨTMΨ, (12.13)
D̂ = ΨTDΨ, (12.14)
K̂ = ΨTKΨ ∈ ℝr×r (12.15)

are the reduced matrices. In the case of rotor dynamics, D and K depend on ω. In
the ramp-up phase of an electric engine, where the rotation frequency increases, the
reduction operations (12.14) and (12.15) have to be performed in each time step. Inter-
polation schemes may reduce the computational effort. In the constant phase of the
engine, also the reduced matrices remain constant.

As filtering methods are generally applied to first-order equations, we define as
usual

x = ( q
q̇
) , u(t) = ( 0

̇f (t)
) , (12.16)

and, assuming that M̂ is invertible,

A(t) = (
0 I

M̂
−1
K̂(t) M̂

−1
D̂(t)
) , B = ( 0

ΨT ) , (12.17)

so that we obtain the equivalent first-order system in state-space form

ẋ = A(t)x + Bu(t). (12.18)
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Figure 12.6: Electric engine/generator configuration of about 20 MW.

12.6.4 Fault detection in terms of unbalance of a rotor

Following [13], [64], and [63] we want to identify an unbalance of a rotor during op-
eration. The test configuration is an electric engine which drives directly a generator
(Figure 12.6). The two rotors are connected by a clutch. Starting point for the analysis is
the rotor dynamic model which was used in the design process of this particular driv-
etrain (Figure 12.7). According to the strategies described in Section 12.6.3, we reduced
the model in order to obtain real-time capability. In order to obtain realistic frequen-
cies for the model, also some nonlinearities in terms of the fluid bearings have to be
considered. Therefore, a nested procedure was applied [86], which keeps the nonlin-
ear parts at the bearings and reduces the linear parts in term of the motor and the
generator. Both rotors from the considered drivetrain are equipped with four discrete
planes meant for balancing the rotor. The validation of the digital twin was done by
physically attaching a small test weight to one of the balancing planes. Four sensors
located at the bearings (red bars in Figure 12.7) provided themeasurement data which
are compared to the simulation results.

The comparison or identification was performed by an augmented nonlinear
Kalman filter procedure. The unbalance itself enters the model in terms of an external
force (see equation (12.7)), where location, orientation, and magnitude are identi-
fied by the filtering algorithm. The result of the identification method is presented
in Figure 12.8. The blue peak in Figure 12.8 presents the location and the amount of
unbalance.
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Figure 12.7:Model of the electric engine/generator configuration.

Figure 12.8: Unbalance detection of the rotor during operation.

12.6.5 Summary

By combining MOR techniques and nonlinear identification methods, a digital twin
for detecting and localizing faults (in terms of unbalances) has been developed for
rotating systems. Further efforts are made in order to predict the increase of vibra-
tion during operation. The time a critical vibration is achieved defines the moment
for scheduling an inspection. Knowing this time at an early stage, an inspection and
spare part supply can be prepared.

12.7 Use case – operation control

12.7.1 Engineering controlled systems

The product race has become an innovation race, reconciling challenges of branding,
performance, time-to-market, and competitive pricing while complying with ecolog-
ical, safety, and legislation constraints. The answer lies in “smart” products of high
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complexity, relying on heterogeneous technologies and involving active components.
The corresponding design and engineering process hencemust take the integration of
control functions in the product explicitly into account. This adds an important addi-
tional complexity to the design engineering processwhere the interaction between the
control and the system requires these should be optimized concurrently. The current
industrial practice however still treats passive system design and controller design as
different and separate design loops with their own models and their own validation
and verification strategies. Suboptimal designs and unexpected integration problems
are the result. Not reusing the wealth of engineering models available from earlier
detailed system design stages furthermore leads to inconsistency problems and inef-
fective engineering processes. Closing this gap offers a significant potential for opti-
mized designs, better product performance, and fewer and shorter design iteration
cycles [1, 106].

12.7.2 Technological challenges

Two classes of challenges can be distinguished in relation to the integration of con-
trol functions in the product. The first one targets the optimization of the controller
architectures, strategies, and settings for a controlled product, hereby using a sys-
tem or “plant” model in a virtual controller optimization process. The second chal-
lenge targets the design of an optimal control solution by including a model of the
controlled system into the controller itself, for example in a model predictive control
(MPC) approach [82]. For both cases, the used system models are typically developed
dedicated for the control application taking into account feasible complexities and
system simplifications. One objective to do so is to allow fast virtual testing and opti-
mization cycles and to enable hardware validations in physical control environments.
The detailed (for example multiphysics) design engineering models from the system
design departments are typically not reused. The main reason for such a suboptimal
approach is that either detailed system models from the system engineering design
departments are not available in the control department or are of too high complexity
to be used together with control simulation.

Focusing on the first challenge of optimizing the controller design, one can dis-
tinguish three phases:

Phase 1: The combination of the multiphysics simulation model with that of the
controller enables the design of the control logic and the performance engineering
of the intelligent system. This is referred to as “model-in-the-loop” (MIL). The simula-
tion is offline, i. e., there is no requirement for real-timeperformance of the simulation.
Basically, two interconnecting objectives can be distinguished: One is to perform sys-
tems engineering based on themultiphysics “plant” model, including the representa-
tion of (often simplified or idealized) control in the multiphysics model; the other is
to perform control engineering, using a model of the system to be controlled (“plant
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model”). The first objective, for example, serves the purpose of configuration design
(how many actuators and sensors, where to place them, etc.) or concept evaluation
studies or the optimization of the mechanical system design taking into account the
presence of control and certain control laws. The second objective is oriented towards
the development of the optimal control logic and the development and verification
of control hardware, control libraries, and embedded software up to the validation
and calibration of the control system on the electronic control unit (ECU) (Figure 12.9)
[106].

Figure 12.9: Associative plant models for control engineering.

To couple the models, different approaches exist. One may embed state equations
with a description of the plant system (e. g., multibody simulation models or one-
dimensional ordinary differential equation-based system simulation models) into
these of the control (or vice versa) to enable the use of one solver, or adopt a true
co-simulation approach where each system part runs its own solver [106, 40].

Alternatively, or in combination with the above approaches, a reduction of the
plant model (e. g., a finite element or complex, even nonlinear multibody simulation
model) into a description compatible with the controller model (e. g., state-space for-
mulation) can be used. The model reduction step mostly achieves its goals at the ex-
pense of the full observability and/or controllability of the physical phenomena, lead-
ing to a macroscopic “equivalence” but loosing direct insight in the microscopic ob-
servation domain. The challenge is to developmodel compressionmethodologies that
allow maintaining a relation with the physical meaning of model parameters. Such
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co-simulation and model reduction approaches are used both for MIL applications
for systems engineering and for control logic engineering.

Phase 2: The next step is the development and optimization of the “embedded”
control software. This needs also to be done in the context of the functioning of the
multiphysics system to be controlled. This is referred to as “software-in-the-loop.”
While some of this can be done in offline simulation (provided software libraries of the
controller are available), the final optimization needs to take into account the work-
ing of the software in real-time, requiring real-time capable multiphysics simulation
models.

Phase 3: The final testing and calibration of the controller software and hardware
requires the controller to be connected to amultiphysics simulationmodel of the com-
ponents, subsystems or system, in a dedicated computing environment that is referred
to as “hardware-in-the-loop” [6]; of course, this requires real-time capable simulation
models.

The use of MOR is hence a key factor for enabling a truemodel-based engineering
approach where consistent engineering models can be used throughout the various
design phases. The applied MORmethods may depend on the reduction purpose and
the nature of the master models. For example, in mechatronics systems, these can be
finite element, multibody, or multiphysics models which can be linear or weakly or
strongly nonlinear. Two application cases will be briefly discussed.

12.7.3 Application to the design of an active sound quality control
system

Active noise reduction (and sound shaping) is a widely studied research topic with
many potential industrial applications. Structural-acoustic solutions using smart ma-
terials as sensor and/or actuators are explored, enabling intelligent structures. Such
solutions are however typically developed as add-on systemswhich prevents optimiz-
ing their potential impact as part of the overall system. A model-based mechatronic
engineering approach was developed to enable an integrated solution [22, 23]. It was
applied to the active sound control of vehicle engine noise to the car interior. The
challenge consisted of relating the large three-dimensional, frequency-domain (finite
element- and boundary element-based) vibro-acoustic, and structural models for the
vehicle structure and structural components, interior vehicle cavities, and exterior
propagation field, with models of smart material sensors and actuators and a time-
domain control model. A simplified vehicle structure was developed to allow experi-
mental validation. It consisted of a concrete car body, an engine compartment with an
artificial source, and a flexible firewall panel on which the structural-acoustic control
was to be appliedwithpiezo-elements. The rigidwalls of the concrete car structure can
be easily modeled and also treated with a dedicated damping surface (Figure 12.10).
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Figure 12.10: Simplified car structure.

MOR was a key element in the modeling approach, allowing to incorporate the re-
ducedmodel as a plant model in the controller simulation. The componentmode syn-
thesis (CMS) approach was used. Very large reduction factors were used, reducing the
large structural/vibro-acoustic finite element model (25,000 acoustic degrees of free-
dom but which can overall easily reach hundreds of thousands of degrees of freedom
when multiple flexible panels are included) to a time-domain state-space model of
realistic size (200 degrees of freedom). The sensors and actuators were represented
by one-dimensional models for their functional performance, while their added mass
and stiffness are accounted for in the three-dimensional finite element models. The
acoustic propagation was related to the structural outputs by means of an “acoustic
transfer vector” approach. Themodeling approach included the following steps using
multiple software tools:
– generate structural mesh and applymaterial properties (finite element preproces-

sor);
– add actuator and sensor mechanical models (finite element preprocessor);
– run a modal analysis (finite element analysis);
– build the acoustic finite element model and perform modal analysis (finite ele-

ment analysis);
– import the structural model and couple it with the acoustic one (finite element

analysis);
– calculate actuator and sensor electromechanical coupling (extended finite ele-

ment analysis);
– reduce and convert the finite element model into a state-space model (MATLAB);
– implement and optimize the controller with the coupled state-space model (MAT-

LAB/Simulink).

The coupling between acoustic and structural models is shown in Figure 12.11.
After performing a coupled modal analysis, the desired degrees of freedom are

taken to derive the state-space model. In this case, the state-space model features two
inputs (one actuator on the firewall and a sound source in the engine compartment)
and four outputs (three pressures in the passenger compartment and one velocity on
the firewall). The state-space model derived from this coupled approach allows the
implementation of any controller involving the predefined degrees of freedom, and
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Figure 12.11: Coupled structural acoustic models to be reduced to a modal basis.

Figure 12.12:Multiattribute cost function for com-
bined mechanical and control parameters.

if the finite element approach involves the systematic representation of the sensors
and actuators, the resultant state-space model is, in fact, a representation of the fully
coupled electro-vibro-acoustic system, with any possible input-output relationships
allowed by the chosen degrees of freedom.

Using thismodel, an optimizationprocedure is performed. The cost function takes
into account the sound pressure level at the drivers head, the actuator input energy,
and the weight of the solution. The firewall thickness and the velocity feedback con-
troller gain are the variables. The position of the collocated sensor/actuator pair (SAP)
can be considered fixed or included in the optimization loop. Figures 12.12 shows the
cost function for each thickness as a function of the feedback gain, on the best SAP
position for each case.
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The best SAP position and optimal feedback gain depend on the thickness, which
indicates that the global optimum can only be achieved in such a concurrent design
between the active and passive system characteristics, proving the effectiveness of an
integrated mechatronics simulation approach. The same model can be used to evalu-
ate different controller strategies such as combined feedforward/feedback, filtered-X
LMS, and NEX-LMS, and for different performance targets (noise level optimization
and/or sound quality control). A more extensive discussion of the various modeling
aspects and the detailed optimization procedures can be found in [22, 23].

12.7.4 Application to control development using neural
network-based model reduction

The development of the control of mechatronic systems becomesmore complex when
multiple actuators and sensors are interfacing with a highly dynamic multiphysical
system, often not having the sensors available to develop an optimal control. In the
automotive industry, controls have mostly been developed using rule-based meth-
ods, first by directly writing code, later using a model-based approach. In the au-
tomotive industry, the complex balancing of multiple performances of the combus-
tion engine such as emissions, fuel economy, and acceleration performance have in-
creased the complexity of the engine actuators. To develop the controls for such com-
plexmechatronic systems, newmethods are required. Optimal control such asMPC in
combination with methods to predict virtual controllable quantities using state esti-
mation technologies in combination with Kalman filtering are examples of such new
technologies that start to find their entry in the automotive world. MPC and Kalman
filtering-based state estimation require, however, models that run fast while keeping
a certain level of accuracy. Often, ad hoc simplifiedmodels are (re)developed, neglect-
ing the availability of detailed engineering models. Reusing such models would not
only savemodeling time but would also allow better consistency of the various design
engineering models over the different attributes and product versions and variants.

The simulationmodels for designingmechatronic systems are often created based
on a combination of detailed three-dimensional models and test data and have a high
level of accuracy but have a too slow calculation time to be used in MPC or state es-
timation methodologies in real-time on an ECU. To be able to convert such system
models into the context of optimal control in combination with virtual sensing, neu-
ral networks can be an ideal methodology to develop a control model directly from
the detailed plant model to be controlled [50, 65]. Figure 12.13 explains the different
steps in the process, showing the reduction of the detailed engine model to a neu-
ral network-based model for the virtual sensor as well as the optimal controller. The
neural network ROM allows real-time execution of themodel for both the sensing and
the control action. Initial results using the controls model in closed loop with the de-
tailed plant model for tracking purposes indicate that the performance, for scenarios
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Figure 12.13: Advanced combustion engine (upper left), one-dimensional system model (upper
right), and reduction by neural networks in the real-time virtual sensor and MPC controller models.

for which the neural network is not trained, remains within good accuracy as long as
the important states of the model are kept observable. Further results in this field will
bring more clarity in how broadly this technology can be used for engine controls or
other advanced vehicle controllers.

By applying multiple load cycles covering the full operating space of the system,
the neural networks can be trained to represent the relevant system behavior even in
the case of strongly nonlinear system characteristics.

12.7.5 Summary

Model-based approaches find increasingly their way into the design of (optimal) con-
trol systems. In the majority of cases, however, the applied system models (“plant
models”) are ad hoc developed low-complexity models that are not correlated to the
design engineering models developed in the mechanical design stages. This not only
leads to inefficient processes redoing efforts that could be recovered, but also gives
rise tomajor issues related to consistency and traceabilitywhendesign improvements,
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versions, or variants are to be processed. MOR can offer an answer for both the control
design and control implementation and opens up new opportunities for concurrent
design of the mechanical and the control system. Major challenges are still presented
by the very large reductions factors to allow fast control optimization or even real-time
usage inside state estimators or MPC controllers. The use of a neural network-based
approach to reduce complex nonlinear models subject to an envelope of operating
conditions offers significant potential that is to be further investigated.

12.8 Use case – drivetrain analysis

12.8.1 MOR for contact mechanics problems

The simulation of dynamical systems involving contacts between elastic bodies [112] is
a challenging and active research field on its own. In particular high-frequency phe-
nomena, numerical stiffness, high degree of nonlinearity, high dimensionality, and
multidisciplinary nature (mechanics, acoustics, fluid dynamics, tribology) are among
the major challenges that researchers and software developers must address in or-
der to efficiently solve these types of problems [11]. Despite its seemingly niche de-
scription, there is a wide range of applications in which these problems are found
and need to be solved. In particular, the simulation of geared transmissions or drive-
trains is practically ubiquitous if one has to deal with simulations of electromechan-
ical machines. Drivetrains contain a multitude of components, including bearings,
gears, clutches, and spline connections that are known to behave nonlinearly and
contain multiple contacts between flexible objects. While several MOR methods have
been applied largely and successfully [32] in the field of flexiblemultibody simulations
[97] in both academic and industrial settings with a large growing body of literature,
MORmethods dedicated to the field of contact mechanics have been only recently ex-
plored [12, 103]. Moreover the developed methods often target high-dynamic contact
mechanics simulations with fully flexible bodies and dynamic interactions with flexi-
ble eigenmodes of the structure [12]. These problems would indeed remain practically
intractable without the usage of MOR and/or computer clusters. On the other hand, a
large set of system-level related problems (such as large drivetrains or more complex
machines containing several drivetrains) might not need the level of fidelity and the
still relatively large computational times necessary to solve a fully nonlinear dynamic
problem. Theymight instead still benefit fromMORsolutions that speedup simulation
times and decrease memory usage and disk storage, while still retaining the required
level of fidelity on both system and component levels (Section 12.2).

The method discussed in this chapter exploits both an advanced MOR strategy
and physics-based considerations coming from the targeted application domain of
drivetrain simulation and combines them. The result is a numerical strategy that is



408 | D. Hartmann et al.

efficient and computes accurately most of the drivetrain dynamics-related scenarios
that are industrially relevant. The focus is on three-dimensional system-level simu-
lations including lightweight and internal gears and noise-vibration and harshness
(NVH) problems in a multibody simulation environment.

12.8.2 Technological challenges
While the application challenge is relatively straightforward to summarize – efficiently
andaccurately solve three-dimensionalmultibodyproblems involvingmultiple gear con-
tacts for system-level and NVH purposes – the technical challenges connected to it are
multiple and have their root in the mathematical description of the equations of mo-
tion of a multibody system. The following set of equations is an index 3 differential
algebraic equation describing the dynamic motion of a flexible multibody problem:

M(x)ẍ + Kx + GT (x)λ = fext + fv , (12.19)

whereM(x) is thenonlinearmassmatrix,K is the linear stiffnessmatrix, x is the vector
of generalized coordinates, G is the Jacobian of the constraints, λ is the vector of La-
grange multipliers, and fext and fv are the vectors of external forces and the quadratic
velocity terms. Without entering in more details (which can be found in, e. g., [11]) we
mention that despite being a fully nonlinear problem, the equations describing the de-
formation of the flexible bodies present in the system can be reduced by using linear
MOR methods for second-order systems in the following form:

Mü + Du̇ + Ku = f , (12.20)

where M, D, K are the linear mass, damping, and stiffness matrix of the underlying
finite element model, u is the vector of linear nodal deformations, and f is the vec-
tor of nodal forces. This system can be reduced thanks to Petrov–Galerkin projection
methods:

WTMVü +WTDVu̇ +WTKVqu =WT f , (12.21)

whereW and V are the left and right subspaces used to obtained the reduced system.
Galerkin methods can be used in flexible multibody problems within the assumption
of large gross motion but small deformations within each of the body frames. This
assumption is amply satisfied in problems involving gear contacts.

While flexible bodies that are not involved in contact interactions can be reduced
with very efficient techniques, such as balanced truncation [83, 42], Krylov [32], CMS
[19], etc., flexible bodies that include contact interactions suffer from the so-called in-
terface problem [102]. In practice, a very large and inefficient reduction space needs
to be used for an accurate reduction. The size of the reduction space becomes propor-
tional to the amount of degrees of freedom potentially involved in the contact interac-
tions. This causes problems such as high memory usage, large precomputation time,
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large storage requirements, and increased numerical stiffness. Finally, the contact de-
tection phase is also computationally very costly and scales with the (large) number
of degrees of freedom that can be involved during contact.

In recent years several methods have been presented to maintain a high level of
accuracy – similar to nonlinear finite element full-order dynamic computations – but
drastically limit the impact of the above-mentioned issues. In particular, the following
works [11, 12] obtain very good results in terms of speedup and memory usage while
losing only a fraction of the accuracy obtainedwithnonlinear finite element problems.
The field of hyperreduction [18, 31] is also exploited to tackle the contact detection
problemwith very promising results. However, thismethodology is relatively complex
to include in proprietary multipurpose multibody solvers and, moreover, the simula-
tion time and the user expertise needed to use these techniques do not match the re-
quirements of system-level three-dimensionalmultibody software. In order to develop
a novel method for gear contact simulation to be included in a commercial multibody
solver, the following decisions have been taken based on the available state of the art:
– Contact detection:Hyperreduction for contact detection is still in its infancy and

needs further development. For this reason the computational performances are
improved by using geometrical considerations that are related to the specific ap-
plication field of drivetrain dynamics.

– Dynamic flexibility: The majority of the applications that involve dynamic sim-
ulations must include the modal behavior of the full drivetrain but the eigen-
frequencies related to gears bodies and teeth themselves are outside of the fre-
quency range of interest for many applications. From this point of view, it was
decided to concentrate on a correct representation of the contact stiffness to prop-
erly represent the quasi-static behavior of the gear contact and the overall three-
dimensional system-level dynamics. The accurate evaluation of the contact stiff-
ness is of paramount importance in the definition of the dynamic modes of the
full drivetrain.

– Contact stiffness formulation:The contact interactions of finite elementmeshes
require a very fine spatial discretization to properly capture the correct Hertzian
nonlinear behavior during contact. For this reason it was decided to focus the
attention on the development of a method that combines the advantages of both
general finite element formulations but exploits analytical formulas near the con-
tact regions.

While the first point is important but out of the scope of this chapter, the second and
third bullets highlight how available techniques that can be found in the literature
[3] have been enhanced thanks to a cooperation between Siemens PLM Software and
the Mechanical Engineering Department of KU Leuven (Section 12.4.2). These devel-
opments lead to a method based on MOR [102, 12, 16] that allows to describe in an
accurate way the gear contact stiffness, including effects such as gear body deforma-
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Figure 12.14: Finite element mesh of a spur gear.

tion, Hertzian nonlinear stiffness, and teeth convective couplings, while remaining
extremely efficient. The reasons for the efficiency and accuracy of the method are:
– Efficiency: The problem is treated quasi-statically; thanks to the MOR technique,

very few degrees of freedom are retained to describe the teeth deformation. When
possible, potential symmetries in the gears geometry are also exploited for effi-
ciency purposes.

– Accuracy: Despite the application of MOR, the contact interaction is statically
quasi-exact with respect to the full-order finite element model. Convective de-
formation terms that couple the deformation of different teeth are accurately
retained. Local dynamic effects such as teeth dynamic vibrations that are less
often of relevance during standard operations are instead discarded. While these
dynamic effects might be relevant for problems such as dynamic ring gears ex-
citations and high-speed applications, the method is implemented in a modular
way so that future extensions are efficient to implement.

12.8.3 User-related challenges

The developed technology based on MOR achieves the objectives targeted at the be-
ginning of the development but a key component still needs to be addressed to al-
low a smooth user experience and limit the amount of expertise needed to use the
method: usability (Section 12.4). For this reason the parameters that control the level
of static completeness of the reduction space can be adjusted with a single parame-
ter that ranges between zero and one where the limit value of one represents exact
static completeness at the expense of some longer preprocessing time and slightly
slower simulations while lower values allow to obtain a trade-off between accuracy
and speed.Moreover the user is providedwith a parametricmesher that automatically
creates the gears finite element meshes based on a few parameters (Figure 12.14) that
is used for the automatic generation of the reduction space while further minimizing
the user intervention.

The interfaces between the MOR method proposed and the multibody solver are
integrated into a user-friendly application-driven user interface – the Simcenter 3D
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Transmission Builder (Figure 12.15) – that proposes also a simplified work flow for
the creation of complex drivetrains. Practically, thanks to the dedicated Simcenter 3D
Transmission Builder interface and application-specific choices related to the MOR
technique it was possible to obtain a seamless and user-friendly usage of advanced
MOR numerical techniques available to nonexpert users.

Figure 12.15: Simcenter 3D Motion – Transmission Builder.

12.8.4 Validation of MOR for drivetrains against experimental
results

The described numerical method based on MOR is released as a product in Simcen-
ter 3D Motion under the name of Advanced–FE preprocessor gear contact. Before the
product release, given both the complexity of the method and the number of assump-
tions made during development, the methodology has been validated using multiple
numerical and experimental results. In this chapter we present a subset of the exper-
imental validation results to show the accuracy of the proposed method. For a larger
set of examples we refer to [85]. The validation process has been carried out thanks to
the usage of an in-house precision gear test rig [74] jointly developed by Siemens PLM
Software, KU Leuven, and the University of Calabria. The test rig has been designed
and manufactured to assess typical gear-related physical quantities in static and dy-
namic conditions, under imposed conditions of misalignment and shaft compliances.
Particular attention is given to the measurement of gear pair transmission error (TE)
[75], which is a typical key performance indicator used for the assessment of drivetrain
NVH performances.
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As an illustrative example we present validation results related to the complex
case of gear contact between two spur gears, including large friction, microgeome-
try modifications, and different loading conditions. The measured TE is shown in Fig-
ure 12.16. It can be seen that despite the wide range of torques applied, the proposed
method is able to match the TE with a high degree of accuracy. This is particularly
striking since the effects of microgeometry, friction (as noticeable in the discontinu-
ous jumps in the TE), teeth flexibility, and local contact nonlinearities are highly inter-
acting with each other. The experimental results and multiple numerical validations
carried out confirmed the good performances of the method in terms of both accuracy
and speed.

Figure 12.16: Experimental–numerical comparison of the proposed approach for TE evaluation.

12.9 Use case – lifetime analysis

In this section, we consider lifetime analysis for railway axles as an example for a
digital twin in the design phase. The engineerwould like to knowalready in the design
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phase how lifetime depends on the inspection scheme, the inspection interval, the
type of load, and the fatigue crack growth. Stochastic MOR serves as a key element for
the realization of this digital twin.

12.9.1 Efficient computation of failure probabilities

An important part of lifetime analysis is the computation of small failure probabil-
ities, which is a challenge for practical problems with CPU time-intensive function
calls. As already pointed out in Chapter 10 of this volume of Model order reduction,
Section 10.2.3, failure probabilities are described by multidimensional probabilistic
integrals which may be discretized by a multivariate quadrature rule. In the case of
failure probabilities, the integrand of the probabilistic integral is discontinuous such
that common quadrature rules will not provide sufficient accuracy. Here the key idea
is to reformulate the integral into an integral with a smooth integrand and then to ap-
ply the unscented Kalman filter (UKF) [51] for evaluating the integral. The reliability
of a product, system, or process is often indicated by a failure function:

g(x) = { ≤ 0 unsafe,
> 0 safe,

(12.22)

where x is the vector of stochastic variables. The failure function g(x) describes a dam-
age mechanism, e. g.,
1. themechanical stress or the temperature exceeds a given threshold (finite element

analysis, computational fluid dynamics);
2. the amplitude of oscillations exceeds a given threshold (linear and nonlinear

modal frequency analysis);
3. changes of the microstructure of the material as a prestage of cracks differs from

a given pattern (stochastic Voronoi techniques, finite element method);
4. the crack size exceeds a given length (finite elementmethod+ crack size analysis);
5. a chemical species exceeds a given concentration (computational fluid dynamics,

ChemKin).

Using this failure function, the failure probability reads

P(g(x) ≤ 0) = ∫
g(x)≤0

ρx(x)dx, (12.23)

where ρx(x) is the stochastic density of x. We restrict our presentation to the case of
independent standard normally distributed variables x = (x1, . . . , xn)T . In the general
case of a failure function depending on nonnormally distributed variables x̃i, e. g.,
the Rosenblatt transformation may be applied [90], mapping x̃i to xi for i = 1, . . . , n. In
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order to obtain an integral over ℝn, an indicator function is introduced,

P(g(x) ≤ 0) = ∫
ℝn

Γg(x)ρx(x)dx, (12.24)

where

Γg(x) = {
0 g(x) > 0,
1 g(x) ≤ 0.

(12.25)

For practical applications, the Monte Carlo method is too expensive to evaluate the
integral in (12.24) because of the high computing time. So a stochastic MOR method
is required. A standard method for approximation of the integral in (12.24) is the first-
order reliabilitymethod (FORM) [48, 47]. Thismethodfirst computes the so-calledbeta
point (the point of highest failure probability) and then constructs a linear approxima-
tion of the failure function in the beta point. For highly nonlinear failure functions g,
the failure probability of the FORM will not be accurate. An extension of the FORM,
the second-order reliability method [14], is more accurate but requires second-order
derivatives, which are often not available in practical applications. Because of the dis-
continuous integrand in (12.24), standard quadrature formulas will in general lead to
bad approximation properties. Our stochastic model order method now consists of a
reformulation of (12.24) in an integral with a continuous integrand and subsequent
application of a nonlinear filter method. The reformulation is possible if the failure
function g(x) is continuously differentiable in its coordinates and strictly monotone
in at least one coordinate (backmapping approach); see [110]. Without loss of gener-
ality, let g(x) be monotone in xn. It follows that the critical x̄n defining the limit state
can be expressed as a function of x1, . . . , xn−1:

x̄n = ζ (x1, . . . , xn−1), (12.26)
0 = g(x1, . . . , xn−1, x̄n).

Then the failure integral (12.24) reads

P(g(x) ≤ 0)

= ∫

ℝn−1 ρ1(x1) ⋅ ⋅ ⋅ ρn−1(xn−1)
∞

∫
x̄

ρn(xn)dx1...dxn

= ∫

ℝn−1 ρ1(x1) ⋅ ⋅ ⋅ ρn−1(xn−1)h(x1, . . . , xn−1)dx1...dxn−1, (12.27)

with

h(x1, . . . , xn−1) =
1
2
erfc( ζ (x1, . . . , xn−1)

√2
).
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The smoothness of h follows from the implicit function theorem. The failure proba-
bility P(g(x) ≤ 0) can thus be interpreted as the mean of the smooth function h. For
evaluation of this mean a nonlinear filter method, called UKF [51], is applied. This fil-
ter can be used to estimate the mean and covariance of a nonlinear stochastic process
f (w), where w ∈ ℝnw is a normally distributed random vector with mean E(w) and
covariance Pww ∈ ℝnw×nw . So-called sigma points 𝒳 (i), together with weights Wmean

i
andWcov

i , are constructed andmapped to𝒵(i) = f (𝒳 (i)) for i = 0, . . . , p. The unscented
filter then yields an approximation of the mean μ and covariance Pzz of the nonlinear
function by

E(z) ≈
p
∑
i=0

Wmean
i 𝒵(i),

Pzz ≈
p
∑
i=0

Wcov
i (𝒵

(i) − y)(𝒵(i) − E(z))T .

By Taylor expansion one can show second-order accuracy of mean and covariance
[51].

12.9.2 Stochastic crack growth

In stochastic crack growth, the crack depth a is a function of the stochastic parameter
vector x and load cycle N,

a = a(x,N), (12.28)

and the failure function (12.22) is given by

g(x,N) = acrit − a(x,N), (12.29)

where acrit denotes a critical crack depth indicating failure of the component. We con-
sider elliptical surface cracks given by crack depth a and crack form b = a/c. Both
the initial crack depth α = a0 and the initial crack form b0 are stochastic. Further
stochastic parameters are given by the so-called POD curve and the probability of
crack initiation. In contrast to most other places in this handbook, here “POD” does
notmean “proper orthogonal decomposition,” but “probability of detection.” The POD
curve gives the probability of crack detection during inspection and so characterizes
the inspection scheme. The final crack depth monotonically depends on the initial
crack size a0 such that the reformulation of the failure integral of Section 12.9.1 can be
applied with xn = a0 in (12.26). The goal is to compute the cumulative failure proba-
bility for a given number of equidistant inspection intervals, under consideration of:
– the replacement of a component if a crack is detected during inspection;
– the probability of crack initiation (input).
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We use the following notation:

Ti i-th inspection time
[amin, amax] domain of definition of crack depth a
α initial crack depth
β minimum detectable crack size at time Tk

(according to POD curve)
[βmin, βmax] domain of definition of β
x̂ vector with realizations of all stochastic variables

except for α and β
αn critical initial crack size leading to failure at time Tn,

a(x̂, αn,Tn) = acrit
Pnf probability that the crack is not detected during

inspections and reaches the critical crack depth
at time Tn

Pnd probability that the crack does not exceed the critical
depth and is detected at time Tn

Pnc cumulative failure probability at time Tn
under consideration of failure of replaced components

cn probability of crack initiation in interval [Tn−1,Tn]
ρx̂ , ρα, ρβ stochastic densities of x̂, α, β

The probability of detection of a crack with depth a is given by

Iβ(a) =
a

∫
βmin

ρβdβ.

The probability of detection of a crack at time Tn is

Inβ = I
n
β (x̂, α) = Iβ(a(x̂, α,Tn)).

Probabilities Pnd and P
n
f are given by

Pnd = ∫
Ω

Ind (x̂)ρx̂dx̂, Pnf = ∫
Ω

Inf (x̂)ρx̂dx̂, (12.30)

with

Ind (x̂) =
{{
{{
{

∫
α1
amin

I1βραdα for n = 1,

∫
αn
amin
(1 − I1β) ⋅ ⋅ ⋅ (1 − I

n−1
β )I

n
βραdα for n > 1

and

Ind (x̂) =
{{
{{
{

∫
amax
α1

ραdα for n = 1,

∫
αn−1
αn
(1 − I1β) ⋅ ⋅ ⋅ (1 − I

n−1
β )ραdα for n > 1.
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The cumulative failure probability can then be computed by the following recursive
scheme:

P1c = c1P
1
f , (12.31)

Pn+1c = P
1
f (c1 + ⋅ ⋅ ⋅ + cn+1) + P

2
f (c1 + ⋅ ⋅ ⋅ + cn) + ⋅ ⋅ ⋅ + P

n+1
f c1

+ (c1P
1
d) P

n
c (12.32)

+ (c1P
2
d + c2P

1
d) P

n−1
c

+ ⋅ ⋅ ⋅ +

+ (c1P
n
d + c2P

n−1
d + ⋅ ⋅ ⋅ + cnP

1
d) P

1
c.

The integrals in (12.30) are themean values of Ind (x̂) and I
n
f (x̂) and are evaluated byUKF

as previously described. The critical initial crack depths αn−1, αn appearing as integral
limits in the definition of Ind (x̂) and I

n
f (x̂) are computed by a bisection algorithm. This

procedure of evaluating the failure integrals has been validated by Monte Carlo for a
model problem in [73].

12.9.3 Lifetime of railway axles

For lifetime investigation of railway axles, we use the failure function in (12.29) with
acrit = 10mm. The stochastic distributions of the initial depth a0 and initial form b0 of
the elliptical surface crack are given in Table 12.1. In this study two inspection schemes
are considered:
– ultrasound far end scan;
– ultrasound mechanized.

In the first case the axle is scanned by sound from one end of the shaft to the other in
the longitudinal direction, in the second case in the radial direction. ThePODcurves of
these schemes are shown in Figure 12.17. The cumulative density function of crack ini-
tiation is given later togetherwith the results of the results of lifetimeanalysis. Fracture
mechanics for railway axles are subject of current research [54, 108]. Here the fracture
mechanical simulations are accomplished by the simulation programERWIN from the

Table 12.1: Stochastic parameters of crack growth.

Type of distribution Meaning

b0 Uniform distribution on [0.6,1] Crack form: quotient of crack depth and length
(b0 = a/c)

a0 Shifted exponential distribution
with λ = 100 and shift 0.012

Initial crack depth
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Figure 12.17: POD curves.

Fraunhofer Institute IWM in Freiburg, Germany [34]. It predicts the propagation of el-
liptical surface cracks, for different types of bendings. The stress intensity factors are
represented by so-called polynomial influence factors [15]. Inputs of the crack sim-
ulation are internal and external stress profiles (due to the external load spectrum),
da/dN-curves, and the initial crack depth and form.

It should be noted that we call the crack simulation a black box. Inputs are the ini-
tial crack depth and length, and output is the final crack depth, which is subsequently
used for evaluation of (12.29).

Table 12.2: Test cases.

Test cases Type of load Inspection scheme Inspection interval

Case 1 Partial load UT far end scan 100,000 km
Case 2 Full load UT far end scan 100,000 km
Case 3 Full load UT far end scan 50,000 km
Case 4 Full load UT mechanized 100,000 km

Four test cases are considered with different loads, inspection schemes, and inspec-
tion intervals (Table 12.2). The resulting lifetimes are shown inFigure 12.18. Figure 12.18
also shows the probability of crack initiation, which is input to the lifetime calcu-
lations. Lifetime is represented as a function of the deferred distance in kilometers,
where one kilometer corresponds to 354 load cycles. The results show how lifetime
depends on the probability of crack initiation, the type of load, and the inspection
scheme. As expected, the full load case with the worst inspection scheme and inspec-
tion interval 100,000 km (case 2) has the shortest lifetime. The second worst is the
partial load case (case 1) with the same inspection scheme and interval. Lifetime of
the full load case can be improved by either switching to shorter inspection intervals
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Figure 12.18: Lifetime for different scenarios, with specified probability of crack initiation (black
dotted curve).

(case 3) or to a better inspection scheme (case 4). Both cases lead to longer lifetimes
than cases 1 and 2, where shorter inspection intervals are more effective than a better
inspection scheme. One call of the crack simulation program takes approximately 15
CPU seconds on a 3.2 GHz processor. For each curve shown, 3,000 to 4,000 simulation
calls are required.

12.9.4 Conclusion

As an example of a digital twin in the design phase, lifetime analysis for railway axles
has been presented, for different inspection and load case scenarios. By using adapted
stochastic MORmethods, stochastic crack growth under consideration of inspections
can be computed in reasonable computational time,whichwould not be possiblewith
pure Monte Carlo methods. Key elements are the reformulation of the failure integrals
as mean values of continuous integrands so that a nonlinear filter like the UKF can be
applied with sufficient accuracy.

12.10 Use case – circuit simulation

12.10.1 MOR in the electronics industry

MOR has been part of the standard techniques used in circuit simulation for a long
time, with publications dating back to at least 1990 [78]. The relation is bidirectional,
with the circuit simulation and semi-conductor industry providing several benchmark
cases [92, 88]. It is not only Moore’s law [70], which states that circuit design complex-
ity roughly doubles every 2 years, that drives this relationship; it is also the growing
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need of circuit designers to include more physical details in their simulations and at
the same time to have control over accuracy and performance. From a technological
point of view, MORmethods will have to be developed that can deal with the growing
complexity: The number of unknowns typically increases with the size of the design
and the advance of the technology node (decrease of transistor dimensions), while
the (Jacobian) density of the problem typically increases with the amount of detail in-
cluded (wire resistance, capacitive coupling, inductive coupling). The MOR challenge
lies hence not only in the problem’s dimension, but also in the problem’s complexity
in terms of coupling and detail. From a business point of view, it is clear that scalabil-
ity of simulation software is key (Section 12.2). What is less clear, however, is in which
part of the flow the scalability should apply. For instance, before actually simulating a
circuit, the differential algebraic equations describing the behavior of the circuit first
need to be constructed. This process is called extraction and the resulting description
of the circuit that can be translated into a system of differential algebraic equations is
called netlist. Whether to apply MOR during this extraction phase and/or the simula-
tion phase is not always clear, not only for reasons of robustness and reliability, but
also for commercial reasons. In the remainder of this section we will focus mainly on
the technical challenges.

12.10.2 Technological challenges

At first sight, MOR problems arising in circuit simulation may seem easy as they fall
into the most elementary class of linear time-invariant dynamical systems. Electrical
circuits that include nonlinear elements such as CMOS transistors are described by
systems of differential algebraic equations of the form

j(x) + dq(x)
dt
= s(t),

with node voltages and currents x(t) ∈ ℝn, (non)linear vector-valued q(t,x), j(t,x) ∈
ℝn with the electrical branch contributions, and sources s(t) ∈ ℝn. Typically, only a
linear subsystem is considered for reduction. This linear system models the behavior
of linear resistors (R) and capacitors (C) and is usually considered in the frequency
domain:3

Gv + sCv = Bu,

with node voltages v ∈ ℝn, inputs u ∈ ℝk, Laplace variable s, conductance and capac-
itance matrices G,C ∈ ℝn×n, and input mapping B ∈ ℝn×k . One distinguishes between
internal nodes and terminals (or ports): Internal nodes only have connections to other

3 For simplicity we do not include inductors (L).
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nodes via RLC elements, while terminals have also connections to non-RLC elements
like transistors. This means that internal nodes are candidates for elimination while
terminals need to be preserved, in general, because they connect the linear subsys-
tem to the rest of the system. In the circuit simulation community, MOR is also known
as netlist reduction or parasitic reduction, with the adjective parasitic referring to the
nonintentional nature of the RLC elements that model the wire resistance and capac-
itive and inductive coupling.

Methods from several well-known categories are used for reduction:
– Krylov subspace projection, among the first of MORmethods to be applied to elec-

trical circuits [33, 72];
– balanced truncation, with a priori error bounds [84, 9];
– modal truncation, used for the construction of behavioral models [87];
– nodal elimination methods, which have as advantages the existence of error

bounds and ease of implementation [98, 96].

An advantage of nodal eliminationmethods (and to a lesser extentmodal truncation),
especially in the context of circuit simulation software, is that the ROMs can naturally
be translated into a reduced circuit with meaningful RLC elements. For Krylov sub-
space and balanced truncation methods, the ROMs are typically dense with nonphys-
ical (negative) RLC elements, and integration requires interfaces to deal with matrix-
based circuit descriptions.

Despite the developments in the MOR domain, even the problem of reduction of
linear circuits is still not considered as solved. The following key challenges can be
identified for linear circuits:
– Linear solve costs: For subcircuits that contain only resistors or capacitors,

projection- and elimination-based MOR procedures are error-free [89, 98], but
the question of how tominimize the fill-in created by node elimination for the full
design system matrix factors is still open (and becomes more difficult for mixed
RLC circuits).

– Coupled problems: With decreasing feature sizes and increasing frequencies, ca-
pacitive and inductive coupling becomes stronger anddenser. As a result, the orig-
inal system matrices become denser, the reduction procedure becomes more ex-
pensive, and the ROMmay become even denser, rendering MOR less effective.

– Precise accuracy performance tuning: For users it is important to be able to trade
off between accuracy and performance. For instance, for top-level verification,
one can (and often has to) accept less accuracy in order to improve simulation
speed or tomake simulation possible at all. The challenge is here twofold: (1) how
to estimate the effect on accuracywhen integrating the reduced circuit into the full
design and (2) how to estimate the effect on the overall simulation time.

– Which method to apply when: There is not a single best method for MOR that fits
all problems. Hence there is a need to be able to select automatically and dynam-
ically, based on certain characteristics, which method to use.
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– Variability-aware analysis: Uncertainty quantification of the impact of process
variability on design robustness requires ROMs that are valid for ranges of design
parameters (with as additional complication that there can bemany parameters).

– With designs having a growing number of nonlinear devices like CMOS transis-
tors, also the need for robust and efficient MOR methods for nonlinear systems
increases.

12.10.3 SRAMmemories: critical path simulations
SRAM memory designs [109] are of interest for MOR methods for several reasons.
SRAM designs typically have a relatively large memory block of 6- or 8-transistor
bitcells (depending on the memory size) and some smaller control blocks. Although
designers often replace the large bitcell matrix by a much smaller model (manually),
for top-level simulations an automatic, accuracy-preserving method is required. Fur-
thermore, the extraction (modeling) of the many and long wordlines and bitlines may
result in netlistswith not onlymany resistors but alsomany coupling capacitors. Espe-
cially for so-called critical path simulations, where one wants to ensure that the delay
for read and write operations is within specifications, reduction must be done with
care to guarantee that the delay error is within picoseconds or even less. Additionally,
to assess robustness of the design against process variations, one needs to run many
simulations and hence simulation time needs to be minimized. In short, for memory
designs, MOR has to deal with all the challenges mentioned in the previous section.

In Figure 12.19 we show the results for time-domain simulations with reduction
settings varying from conservative to aggressive. The main impact on accuracy (error
in delay) and performance (simulation time) is caused by how coupling capacitors are
reduced. It depends on the type of verification howmuch error is acceptable: This can
vary from tens of picoseconds to less than one picosecond. The results are produced
using the circuit simulator Eldo Premier [68].

12.10.4 Concluding remarks
Driven by rapidly increasing design sizes and complexity, MOR, also known as para-
sitic or netlist reduction, has become a standard and indispensable option in modern
circuit simulators. Although current MOR methods are suitable for robust accuracy
performance control of simulation of advanced CMOS designs, more advanced CMOS
nodes andverification requirementswill require thedevelopment of newmethods and
approaches. Not only accuracy and performance remain key priority, also methods
that can be used in the context of other applications, such as variability-aware de-
sign, are required. In particular parameterized MORmethods for linear and nonlinear
systems will need to be further developed in order to make them suitable for use in
future industrial software (Section 12.2).
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Figure 12.19: Voltage on vertical axis between −100mV and 800mV. Time on the horizontal axis
between 150.125 ns and 150.180 ns. Time-domain simulation results of Eldo Premier [68] for conser-
vative (orange dashed) and aggressive (blue dashed-dotted) reduction settings, compared to the
golden reference (green solid). The simulation with aggressive reduction settings is two times faster
than the simulation with conservative settings, but one has to pay with less accurate results (which
however may still be acceptable depending on the type of verification): The delay error in the signal
increases from less than 1 ps to almost 3 ps.

12.11 Conclusions and outlook

Within this contribution, we have reviewed a number of industrial success stories
of MOR in the context of digital twins (Sections 12.5–12.10). Through MOR the corre-
sponding simulations could be accelerated and reduced in their memory footprint.
This enabled novel applications which would not have been possible without these
improvements. Therefore, MOR is a key enabler for a new generation of digital twins
(Sections 12.2 and 12.3). With respect to sustainable industrial applications and com-
mercial software packages containing MOR engines it is crucial to close the gap from
algorithms to products. Here, professional software development plays a crucial role,
which we have addressed in Section 12.4.

MOR allows to reduce computational execution time of models while controlling
accuracy. Application- and purpose-specific models with different requirements in
terms of speed and accuracy can be realized. At the same time, MOR liberates sim-
ulation models form their execution engines, i. e., their specific simulation tools and
numerical solvers. This allows a separation of the creator of a digital twin – typically
a simulation engineer – and the consumer – anyone downstream includingmachines
themselves – through appropriate application interfaces. Furthermore, this allows not
only to reuse the models during operation as highlighted by some of the use cases,
such as virtual sensors (Section 12.5), but also novel licenses and business models
[37], such as pay-per-execution time. In particular, realizing a pay-per-execution busi-
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ness model during operation allows to scale with the number of products sold by a
company assuming that each product contains a digital twin. Typical business mod-
els in the context of simulation tools only scale with the number of engineers working
in a company, assuming that each engineer uses corresponding tools. Therefore, the
impact does not only lead to novel application areas but also to theway how industrial
value streams are organized.

Summarizing the current rapid advancements in MOR, a novel generation of digi-
tal twins, so-called executable digital twins [45], is likely to emerge in the near future.
An executable digital twin is a specific encapsulated realization of a digital twin with
its execution engines. As such they enable the reuse of simulationmodels outsideR&D
departments. In order to do so, the executable digital twin needs to be prepared suit-
ably for a specific application out of existing data and models. In particular, it must
have the right accuracy and speed. The executable digital twin can be instantiated on
edge devices, on premise servers, or in cloud environments and used autonomously
by anonexpert or amachine througha limited set of specific applicationprogramming
interfaces (APIs).

In order to realize this vision, several key challenges remain open though many
of them are subject to active research efforts:
– How to prevent virtual reverse engineering? Thanks to fast execution times,

digital twins could be executed many times allowing to reverse engineer specific
features, e. g., optimal control logics.

– How to leverage MOR with black-box solvers? Many commercial simulation
tools do not provide APIs for systematic interaction with their kernels. However,
this is a central requirement for integrating novel MOR tools. At the same time the
development of such APIs will take significant time due to the existing develop-
ment processes. That is, first, such APIs must be ranked high enough in feature
backlogs for next software releases, and second, these features need to be vali-
dated and verified before they are available.

– How to provide certifiable accuracy bounds for ROMs? The usage of MOR to
enhance operations, e. g., in the context of model predictive control, requires cer-
tifiable models, e. g., ensuring conservation of important quantities.

– How to combine/integrate machine learning andMOR technologies better?
Machine learning technologies, e. g., neural networks, are rapidly expanding in
industrial applications addressing similar aspects as MOR. However, combined
concepts are still missing.

– How to package ROMs appropriately? Even though containerization technolo-
gies, e. g., Docker, have matured over the last years, it is not clear how to leverage
them in the context of MOR, e. g., appropriate interfaces and standards are miss-
ing.
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Mathematical research in MOR as well as close collaboration with industrial software
providers and users will be key to address these challenges and ultimately realize the
vision of executable digital twins.
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13 MOR software
Abstract: This chapter is devoted to an important requirement of successful model or-
der reduction (MOR) application, namely, the software aspect. The most common sit-
uation is the existence of a so-called full model, i. e., a high-fidelity, high-dimensional
simulationmodel, that needs to be accelerated byMOR techniques, optimally without
reimplementing the partially complex reduction techniques, as presented in the first
volume of this handbook.

Initially, as neither full simulation models nor MOR algorithms are to be repro-
grammed, but ideally are reused from existing implementations, we concentrate on
the aspect of the interplay of such packages. We will discriminate, discuss, and exem-
plify different levels of solver “intrusiveness” that allowcorresponding reduction tech-
niques to be applied. On the one hand, most effective MOR techniques require deep
access into the full model’s simulation code. On the other hand, application-specific
full model simulators may only offer very restricted access to internals, especially in
case of commercial packages. This gap in requirements and practical accessibilitymo-
tivates the discrimination into “white-box,” “gray-box,” and “black-box” simulation
scenarios. In particular, we exemplify the ideal case of MOR for white-box situations
on two examples, namely, parametric linear elliptic PDE and parametric nonlinear
ODE systems. Depending on those access classes, different corresponding reduction
techniques can be applied.

The second part of the current chapter then discusses existingMOR software. Sev-
eral program packages exist which provide MOR techniques. They differ in availabil-
ity, licensing, programming language, system types, physical application domains,
external simulator bindings, etc. We give an overview of the most relevant of those
MOR packages, such that applicants can identify potential suitable software library
candidates.
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13.1 Introduction

Following themainmotivation of this handbook, we recall thatmodel order reduction
(MOR) is a key technique to enable high-level simulation scenarios. By reducing the di-
mensionality or order of a high-fidelity or “full” model, the generation of a “reduced”
model is expected to give approximate but still accurate results while decreasing run-
time, memory, and ideally financial costs for simulation and product development.
By reduced models, more complex simulation settings are possible beyond single for-
ward solves: “Multiquery” sampling is possible enabling uncertainty quantification or
surrogate-based optimization, and “real-time” response is ideally achieved enabling
interactive design or real-time control applications. We want to refer to the multitude
of textbooks that have appeared during the last two decades such as [35, 4, 2, 30]. The
key of efficient model reduction is an “offline-online decomposition,” which relates
to the separation of the MOR into two phases: The reduced model construction phase
(possibly computationally intensive, performed only once) is denoted “offline phase,”
while the execution of the reduced model (ideally computationally cheap, performed
multiple times) is very fast due to small memory and computational demands.

In this chapter we want to discuss from a rather general level some perspectives
on the state and perspectives of the interplay between high-fidelity simulation soft-
ware packages andMORalgorithms and code. Currently,many commercial simulation
software packages exist, but few offer MOR technology or access to required internals.
By this, such existing software packages cannot straightforwardly be combined with
MOR and can thus not be used for modern simulation tasks, potentially representing
an economic disadvantage.

On the other hand, MOR researchers have a high interest to make use of these
commercial packages due to efficiency, accessibility to industrial-sized relevant ap-
plications, etc. As a result, MOR researchers frequently struggle or fail to get their al-
gorithms to work with such commercial tools. Typically, they then either are content
with “toy examples,” and implement the high-dimensional solvers by themselves, or
try to use the existing commercial packages by workarounds or “hacks.” The ideal
way, though, of developing elegant and goal-oriented interface access between solvers
and MOR technology is rarely realized.

The ideal and frequent goal of MOR is to have reduced models that are compu-
tationally independent of the full dimension during the online phase. This is called
“ideal online efficiency.” In order to obtain this, a suitable offline-online decompo-
sition must realize suitable interaction between the full-order and the reduced-order
model. In particular for obtaining ideal online efficiency,MOR techniques are typically
very code-intrusive in the sense that specific details of the fullmodelmust be accessed
in an efficient manner. If a full simulator provides all of this necessary information to
the outside by suitable functionality, we call such reduction scenario “white-box,” as
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from anMORviewpoint the fullmodel is fully transparent. Asmentioned earlier, high-
fidelity simulation packages are frequently not fully capable to provide the required
ingredients, because of “closed-source” policies, code inaccessibility, code complex-
ity, or algorithm strategy. For instance, if a full model performs discretizations in a
matrix-free fashion by full mesh traverse, or a package only can assemble full finite
element matrices, then a rapid partial evaluation of discretization operators or single
matrix entries is difficult without (costly) traversing themesh or assembling the global
matrix, which is relevant for many MOR procedures.

In particular, beside the clean, transparent, and optimal white-box scenarios
mentioned earlier, we want to introduce notions of “gray-box” and “black-box”
scenarios, where the high-fidelity model provides partial or none of the required
information. For such situations, there exist several practical solution strategies,
workarounds, or “hacks” to enable MOR without full access to required ingredients.
We will particularly also address such strategies.

As a general observation, the tedious and time-intensive development of software
is not warranted suitable acknowledgement from the scientific communities in ap-
plied sciences. Regrettably, this is always just expected and accepted as a by-product
of somemain disciplinary scientific work/progress. This is reflected in this chapter, as
we will not have many references to journal articles but mostly students theses, pro-
ceedings articles, presentations, or PhD theses that are partially devoted to the aspect
of MOR software.

By nature, many reduction methods will be mentioned in this chapter, and most
of these techniques are described in detail in Volumes 1 and 2 of the current handbook.
In order to avoid an abundant reference list, at first use of themethods, we solely refer
to the corresponding chapters.

This contribution should serve both applicants aswell asMOR researchers: Appli-
cants can identify which kind of internals they could or are willing to provide for the
most elementary reduction techniques. Correspondingly, they candecide aboutwhich
software packages to use and which “hacks” exist to enable MOR for their problem.
Scientists working onMOR software should get an incentive to extend or contribute to
existing academic MOR software packages.

This chapter is structured as follows. In the next section, we exemplify the inter-
play between full simulation packages and MOR algorithms. For this we choose two
model examples that in certain sense represent different “corners” in the space ofMOR
model problems. The interplay of full and MOR software packages needs to be real-
ized for white-box and gray-box, as well as black-box scenarios, and we comment on
some main coupling techniques. In Section 13.3 we then give an overview of existing
MOR software packages, both toolboxes of existing commercial simulator packages
and packages developed at academic institutions. We give short characterizations of
the packages such that users have some guideline onwhich package to choose in their
respective application. We conclude in Section 13.4 with a summary and some recom-
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mendations for both commercial simulator developers/companies andacademicMOR
researchers.

13.2 Interplay of full and reduced solvers

In order to clarify and illustrate the needs and challenges in interplay ofMOR software
with full solvers, we remain conceptional in this section, but still are very specific in
terms of two model types. We address both the reduced basis (RB) methods commu-
nity, aiming at solving parameterized partial differential equations (PDEs) (Chapters 1,
4, and 6 in Volume 2 ofModel order reduction), and control theory researchers, aiming
at ordinary differential equation (ODE) systems. Therefore, we choose two model ex-
amples representing those fields. For those models we exemplify each a plain vanilla
state-of-the-art reduction scheme, which despite simplicity is intrusive in the sense
that it requires deep access into the full solver. Therefore, we denote these as white-
box approaches. Correspondingly, we exemplify how, in realistic cases with limited
information about or restricted access to the full model, MOR can still be realized in
gray-box or black-box scenarios.

As our first model we select a parametric variational form, e. g., as appearing by
finite element discretizations of a linear elliptic PDE. As our second model we use a
nonlinear ODE system. This covers both a linear and a nonlinear, a steady and an
unsteady, and a parametric and a nonparametric case.

For these models and reduction scenarios, we necessarily must repeat some no-
tation and terminology which appears at various places within this handbook, but
which we consider essential to make the point. In the last subsection, we comment on
possible coupling techniques of full and reduced solver packages. Readers who are fa-
miliar with those concepts or who are primarily interested in MOR software packages
may skip this section and directly continue with Section 13.3.

13.2.1 Model 1: parametric stationary variational problem

We assume to have a Hilbert space X of functions, which is assumed to be finite-
dimensional of high dimension n and spanned by basis functions ψi, i = 1, . . . , n. We
want to solve a linear parametric variational problem as is typical in RB methods
(Chapters 1, 4, and 6 in Volume 2 ofModel order reduction or [14, 17]), omitting the out-
put for ease of presentation: For a parameter μ ∈ 𝒫 from a parameter domain 𝒫 ⊂ ℝp,
find a solution u(μ) ∈ X such that

a(u(μ), v; μ) = f (v; μ), v ∈ X. (13.1)
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Here, for any μ, the form a(⋅, ⋅; μ) : X × X → ℝ is bilinear and f (⋅; μ) : X → ℝ is linear.
Introducing the system matrix and right-hand side

A(μ) := (a(ψj,ψi; μ))
n
i,j=1 ∈ ℝ

n×n, f(μ) := (f (ψi; μ))
n
i=1 ∈ ℝ

n, (13.2)

the solution is obtained by solving the corresponding linear system for the degree of
freedom vector x(μ) = (xi(μ))ni=1 ∈ ℝ

n and subsequent linear combination

A(μ)x(μ) = f(μ), u(μ) =
n
∑
i=1

xi(μ)ψi. (13.3)

The problem is typically assumed to be solvable, e. g., by ellipticity or inf-sup stability
assumptions. Note that by choosing X = ℝn, ψi being the standard basis, we obtain
u(μ) = x(μ) and hence this model formulation also simply covers parametric linear
equation systems of the form (13.3) without the need for a variational form (although
such can easily be constructed [14]).

To enable efficient model reduction, the parametric dependency is assumed to
be based on parameter separable forms (“affine assumption”), i. e., there exist Qa co-
efficient functions θqa : 𝒫 → ℝ, q = 1, . . . ,Qa, which can be rapidly evaluated, and
parameter-independent system components Aq ∈ ℝn×n such that

A(μ) =
Qa

∑
q=1

θqa(μ)A
q

and a similar expansion for f using coefficients θqf (μ) and components fq, q = 1, . . . ,Qf .
We denote the inner product matrix of the space X as

K := (⟨ψi,ψj⟩)
n
i,j=1 ∈ ℝ

n×n, (13.4)

which allows to compute norms (or errors, projections, orthogonalizations, Riesz rep-
resenters for error estimation, etc.), e. g., ‖u(μ)‖X = √x(μ)TKx(μ).

13.2.1.1 White-box reduction scenario

In parametric problems we discriminate between the offline phase (reduced model
construction, potentially computationally expensive and involving full systemcompo-
nents or solves) and the online phase (assembly and solve of reduced system, rapidly
executable). The latter can then be evaluated in many-query contexts. As reduction
technique we consider Galerkin projection. For this, in the offline phase, a matrix
V ∈ ℝn×r is constructed,where r ≪ n indicates the reduceddimension. In RBmethods,
V can be obtained by various techniques, e. g., as concatenation of solution snapshots
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(Lagrangian basis), Gram–Schmidt orthogonalization of such, proper orthogonal de-
composition (POD) (Chapter 2 in Volume 2 ofModel order reduction), or greedy proce-
dures. All of those have in common that several full system solves (for the snapshots)
must be executed and, as mentioned earlier, the inner product matrix K may be re-
quired for orthogonalization.

After basis matrix generation, the full system components are projected,

Aq
r := V

TAqV ∈ ℝr×r , fqr := V
T fq ∈ ℝr (13.5)

for q ranging from 1 to Qa and Qf , respectively. This concludes the offline step.
Then in the online step, for any given parameter μ ∈ 𝒫 only the coefficient func-

tions need to be evaluated and the reduced system is assembled by linear combina-
tion,

Ar(μ) :=
Qa

∑
q=1

θqa(μ)A
q
r , fr(μ) :=

Qf

∑
q=1

θqf (μ)f
q
r . (13.6)

The reduced solution then results via its r-dimensional coefficient vector xr(μ) ∈
ℝr from solving

Ar(μ)xr(μ) = fr(μ).

If reconstruction of the approximate solution is desired (e. g., for visualization, etc.),
the approximation x̃(μ) ∈ ℝn of x(μ) is obtained as

x̃(μ) = Vxr(μ).

By realizing this reduction strategy, an ideal online efficiency is obtained, mean-
ing that the reduced computations in the online stage do not involve any operations
of high complexity n, but only of complexity depending on small quantities r,Qa,Qf .
If a full discretization scheme provides all the required internals to realize the above
reduction and reduced solution steps, we call it a white-box reduction scenario.

Figure 13.1 illustrates and summarizes this decomposition and white-box inter-
play of full-order and reduced-order simulation software.

Note that instead of providing the full-dimensional matrices K,Aq, it can as well
be sufficient that the solver provides suitable matrix–vector multiplication routines.
By this, also PDE discretization schemes that work with matrix-free implementations
can be used in a white-box fashion.

13.2.1.2 Gray-box reduction scenarios

Now, in practice, the full solver packagemaynot give access to all of the details. In par-
ticular, we are not aware of any commercial simulator package giving explicit access
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Figure 13.1: Required functionality and interplay of full (high-dimensional) and reduced solver in
white-box MOR scenario for stationary variational problems.

to parametric matrix components and coefficient functions. We thus call this scenar-
ios gray-box, as the full solver does not give complete insight into the problem, but
still MOR is desired.

Missing K
A first problem may consist in the situation that the full model does not provide an
inner product matrix (13.4). This prevents measuring errors, computing projections,
and orthogonalizations in the correct function space norms.

If geometry information of the underlying mesh and information about the dis-
crete function spaces (polynomial degree, order of the nodes) is available, this matrix
may be constructable “by hand” outside of the simulator code. Still this is of the same
technical complexity as assembling a finite element matrix, which may require con-
siderable effort.

Alternatively, instead of working with the correct K, one could choose certain al-
ternative matrices. This corresponds to choosing another inner product on the solu-
tion space. A common choice isK := In, the identity, i. e., choosing X = ℝn as standard
Euclidean space. Note that this approach is simple but may lead to severely subop-
timal bases as the meaning/weighting of the different entries of the degree of free-
dom vector is not respected. For example, if those degrees of freedom relate to values
on grid cells of largely varying size, the small cells are given the same weight as the
large cells, whichmaymislead basis generation (e. g., when computing a PODwithout
proper weighted inner product) and thus deteriorate the global accuracy. This choice
is common in engineering practice, but should be applied with care. Another choice
for the inner product matrix could be K = A(μ̄) for a fixed reference parameter μ̄ if the
systemprovides a symmetric, positive definite systemmatrix. This choice actually cor-
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responds to the “energy inner product” in case of thermal diffusion problems, which
is known to be beneficial for error estimation [14].

Missing parameter separable decomposition
Most prominently the parameter separable decompositionmaynot be available. Afirst
modification of the procedure could consist of the following. One can omit to work
with components Aq

r , f
q
r , and instead directly assemble the reduced system by projec-

tion of the system matrices during the online phase,

Ar(μ) = V
TA(μ)V, fr(μ) = V

T f(μ). (13.7)

We remark that the definitions of the reduced system and the parameter separable de-
composition in the previous subsection exactly yield this equivalent representation
in the case of parameter separable decomposition. Thus this is no approximation step
but rather a reformulation of computing the reduced system. However, in (13.7) there
is a computational bottleneck, as the assembly of the full system A(μ) and f(μ) is ex-
pensive, in particular polynomial in n. Hence, the online efficiency is sacrificed.

A second way of solving the missing parameter separability is to produce an ap-
proximate parameter separable approximation of the problem. Several approaches
can be found in the literature that help to solve the issue of the missing separable
decomposition in the system components. For the right-hand side vector the discrete
empirical interpolation method (DEIM) [8] can be applied, which will be treated in
more detail in the context of nonlinear unsteady problems in Section 13.2.2. A variant
of this procedure has been formulated for matrices, which is called the matrix DEIM
(MDEIM) [40, 28]. In the online phase this method only requires the evaluation of a
few matrix entries (A(μ))im ,jm for a set of M “magic index pairs” (im, jm),m = 1, . . . ,M.
Still, this pointwise assembly might not be possible or highly inefficient with a given
solver package, for instance, if it only can assemble the complete system matrix and
not single entries. Then obviously, extraction of single matrix entries has complex-
ity polynomial in n due to the required assembly of the complete matrix. But if this
local entry assembly is possible in an effective way, then this procedure can be online-
efficient. Also, the procedure can generate an exact parametric representation: If the
parametric matrices lie within a finite-dimensional space, this MDEIM procedure will
find such an exact representation, whereM is exactly the dimension of this covering
finite dimensional space.

An alternative can be parametric regression or interpolation of system matrices
[41], denoted as “operator extraction”: Based on a given set of system matrix snap-
shots, a polynomial approximation or interpolation in the parameters is realized and
successfully used. In the onlinephase, access toneitherA(μ)nor its entries is required,
recovering the ideal online efficiency. However, no error control for assessing the para-
metric approximation quality is possible by this approach.
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We want to mention another approach in a PDE context, which was coined the
“two-gridfinite element/reducedbasis approach” [7]:One constructs aRBon thegiven
(fine) grid in a traditional way, e. g., Lagrangian, POD, or greedy basis. Then in the on-
line phase, for a newparameter, a full problem is solvedbut on a coarsermesh. Finally,
this coarsemesh solution is projected on the obtained (finemesh) RB. By this, missing
details on the coarse mesh are potentially included in the projected solution, as such
fine details are contained in the fine mesh snapshots/RB. The computational cost in
the online phase clearly is not online-efficient as it depends on the coarse mesh reso-
lution. But it still can be computationally faster than solving the full problem on the
fine mesh. In this method, internal details on the geometry, in particular the nesting
of the two meshes, are required, and details on the discrete function spaces, in order
to compute the prolongation operator for mapping the coarsemesh solution degree of
freedom vector to a fine mesh degree of freedom vector, one further needs the inner
product matrix for projection onto the RB.

So overall, in the case of themissingparameter separable decomposition gray-box
scenario, either one sacrifices the ideal online efficiency while maintaining accuracy
of the reduced model, or one must accept another approximation stage in the reduc-
tion chain for obtaining the optimal online runtime complexity.

These are themost common approaches of workarounds or “hacks” aroundmiss-
ing system information for stationary problems.

13.2.1.3 Black-box reduction scenario

We denoted the previous section as gray-box, even if some references rather call their
approaches black-box. The reason for our nomenclature is that the mentioned ap-
proaches still require some insight into the discretization or sampling of system com-
ponents, i. e., knowledge of and access to the system structure. In contrast to this, the
real notion black-box would be even more restrictive as not allowing any insight into
the system components or discretization. The most limiting situation would be that
the system only is observable via input–output pairs (μi,x(μi)), i = 1, . . . , ntrain. Then,
based on these training data, machine learning approaches could be used to infer a
functional relation between the input parameters and the solution (degree of freedom
vector), e. g., kernel methods (Chapter 9 in Volume 1 ofModel order reduction), or neu-
ral networks. As a learning of a high-dimensional quantity (degree of freedom vector
x(μ)) may suffer from the curse of dimensionality, we recommend to first identify a
subspace (e. g., by POD) with suitable basis matrix V corresponding to an orthogo-
nal basis; then the training data can be projected orthogonally to the reduced space
(μi,VTKx(μi)) and themapping from input parameters to reduced state vectors can be
learned. Such an approach, however, does not involve any knowledge about the sys-
tem structure. Alternative approaches would consist of assuming a certain (paramet-
ric) system structure and inferring the missing parameters purely from the observed
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data. These approaches in MOR are denoted to be “data-driven.” In control theory
such problems already have a long tradition in the area of system identification. As
this, however, is not so much related to MOR software and interplay between full and
reduced solvers, we do not comment on such options.

13.2.2 Model 2: time-dependent ODE systems

As second model we assume to have a time-dependent nonlinear ODE system,

ẋ(t) = f(x(t),u(t)), x(0) = x0, (13.8)

on a time interval [0,T] with final time T ∈ ℝ ∪ {∞}, unknown state x : [0,T] → ℝn,
input u : [0,T] → ℝnu , and system nonlinearity f : ℝn × ℝnu → ℝn. Continuity of
the right-hand side then implies existence of a solution. Additionally, there may be an
output y : [0,T]→ ℝny , which, for simplicity, we assume to be linear in the state

y(t) = Cx(t)

for C ∈ ℝny×n. We now focus on local evaluations of the system nonlinearity, as this
will be the key for full online-efficient reduction. For a given set of few indices I =
{i1, . . . iM} ⊂ {1, . . . n} with typically M ≪ n (e. g., DEIM “magic indices,” Chapter 5 in
Volume 2 ofModel order reduction), we define

fI := (fi1 , . . . , fiM )
T (13.9)

as local evaluation of f = (fi)ni=1. We now require the following, which are typically
nontrivial for given off-the-shelf simulation packages:
(i) The local evaluation fI can be computed without assembling the full nonlinear-

ity f.1

(ii) The evaluation of those components can be performed rapidly based on only a
subset of the state vector x = (xi)ni=1 in the following sense: There exists an in-
put index subset ̄I := { ̄i1, . . . ̄iM̄}, typically with n ≫ M̄ ≥ M, that defines x ̄I :=
(x ̄i1 , . . . , x ̄iM̄ )

T ∈ ℝM̄ as the restriction of x to the indices ̄I. Then we assume that

there exist functions ̄fim : ℝ
M̄×ℝnu → ℝ,m = 1, . . .M, such that fim (x,u) =

̄fim (x ̄I ,u).
This means that overall there is a function ̄fI := ( ̄fi1 , . . . ,

̄fiM )
T : ℝM̄ × ℝnu → ℝM

satisfying

̄fI (x ̄I ,u) = fI (x,u) (13.10)

1 Note that in the DEIM literature frequently the sampling matrix P := [ei1 , . . . eiM ] ∈ ℝ
n×M is defined,

where ei ∈ ℝn denote the standard Euclidean basis vectors. Then we verify that fI = PT f, but the
latter equation may give the wrong understanding that the sampling matrix multiplication is a com-
putational recipe, which it is not, as this is of complexity n. Thus, we refrain from adopting this DEIM
notation here and use the definition (13.9).
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for any x and u. We emphasize thatM, M̄, nu typically are small, thus this function
̄fI can be evaluated in complexity independent of n, and hence is online-efficient.
If the system corresponds to a discretized PDE these properties are useful (and re-
alistic): Property (i) corresponds to a local evaluation of the system nonlinearity
in a few grid points. Property (ii) means that such a pointwise evaluation, e. g.,
of a finite difference pencil, only requires the knowledge of the state in a local
neighborhood around the evaluation grid points, also understandable as a sub-
mesh. This property is typical for discretizations of differential operators using
basis functions of local support such as finite difference, finite element, finite vol-
ume, or discontinuous Galerkin bases. If the model has some physical meaning,
there may exist a weight matrix K ∈ ℝn×n that represents a physically relevant
inner product and norm ‖x‖K := √xTKx.

13.2.2.1 White-box reduction scenario

Note that for linear time-invariant (LTI) systems, i. e., f(x,u) = Ax + Bu, there are
plenty of reduction strategies, e. g., approximating the state trajectories for special in-
put signals (snapshot-based such as POD, POD-greedy using the proper inner product
given by K) or approximating the input–output behavior in some sense (e. g., optimal
ℋ2-approximation, moment-matching, Hankel norm approximation, etc. [2]). Again
for simplicity, we assume to have some basis V ∈ ℝn×r with r ≪ n of orthogonal
columns obtained by orthogonalizing any basis matrix of any of the mentioned pro-
cedures.

Then, a straightforward Galerkin projection of the system results in an approxi-
mation x̃ := Vxr with xr : [0,T]→ ℝr being the solution of

ẋr(t) = V
T f(Vxr(t),u(t)), xr(0) = xr,0, (13.11)

with initial data projection xr,0 := VTx0 and potential output approximation ỹ(t) =
Cx̃(t) = CVxr(t). Even though this is a low-dimensional model, it is not online-
efficient, as (a) the reconstruction Vxr, (b) the nonlinearity evaluation, and (c) the
projection VT f are operations of the original complexity n. This is a well-known com-
putational bottleneck of reduction methods such as POD. In fact, the integration
of (13.11) may even be more expensive than integrating the original system (13.8), ren-
dering the reduced model practically useless. To decrease this computational com-
plexity, sampling-based approximations of the nonlinearity are applied, for example
by gappy POD [11] or POD-DEIM [8]. Here, a further approximation stage is employed:
An additional basis matrix U is assumed that approximates f well by ̃f := Uc. The
coefficient vector c is computed by a linear transformation of a local nonlinearity
evaluation c := MfI as introduced in (13.9). This can both be an interpolation-type
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approximation, e. g., DEIM,2 but as well a least-squares approximation by oversam-
pling of f. In both cases, U must approximate the range of f well, such as obtained
by an additional POD of snapshots of the nonlinearity [8], or a greedy basis based
on f snapshots (cf. the early references [16, 15]). If we replace f by ̃f in (13.11) and use
VT ̃f = VTUMfI =WfI withW := VTUM ∈ ℝr×M and (Vxr) ̄I = V ̄Ixr with V ̄I ∈ ℝ

M̄×r con-
taining the rows of V corresponding to the indices in ̄I, we obtain a “hyperreduced”
model as alternative to (13.11):

ẋr(t) = V
T ̃f(Vxr(t),u(t)) =WfI(Vxr(t),u(t)) =W ̄fI(V ̄Ixr(t),u(t)), (13.12)

assigned with the identical initial conditions and a potential output as (13.11).
We give some intuition about the operations involved in solving such a system:

In the offline phase the initial state is projected, i. e., xr,0 is computed, and the small
matrixW is assembled. Also we identify the appearance of a restriction of an RB V ̄I .
This means, for example in the case of a finite difference discretization, that the RB
needs to be stored nodewise on “all” finite difference nodes in the stencils around
the sampling points I. This matrix is of small size. Now, when turning to the online
phase, i. e., integrationof (13.12),we clearly see the requirement of repeated evaluation
of the local nonlinearity evaluation function ̄fI that we assumed to be available by
the high-fidelity model and should be rapidly evaluated in a complexity independent
of n. Also, instead of reconstructing the full state approximation Vxr as required in
the model (13.11), the hyperreduced model only requires a local reconstruction of the
approximated stateV ̄Ixr which corresponds to the values of the reduced solution on a
subgrid defined by the indices ̄I. This local reconstruction of the state then is sufficient
to exactly evaluate the system nonlinearity in the local sampling points required for
the evolution of the reduced model.

This concludes the “clean” white-box reduction scenario. We are not aware of im-
plementation of all of the full model requirements in commercial packages to real-
ize this. In particular the rapid local evaluation of the system nonlinearity is an ex-
tremely intrusive – and mostly also code-intrusive – requirement of making complex
discretization packages suitable for online-efficient model reduction. Some publica-
tions that presented this ideal reduction for nonlinear problems include [16, 10, 8].

13.2.2.2 Gray-box reduction scenario

Now again, as white-box scenarios are rarely implemented in usual high-fidelity sim-
ulation packages, we again must refrain to gray-box scenarios.

2 Note that in the case of the DEIM, the matrixU is of size n×M andM = (PTU)−1. Then obviously the
interpolation property is verified:

PT ̃f = PTUMfI = P
TU(PTU)

−1
fI = fI = P

T f.

.
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Missing inner product weighting matrix K
If no weighting matrix K is available by the full model, the same workarounds as in
Section 13.2.1.2 apply, i. e., workingwith the Euclidean inner product or reconstructing
K by potential knowledge about the underlying PDE discretization.

Missing local evaluation routine ̄fI
In the context of nonlinear problems, the main problem is a potential missing local
evaluation routine. If no access to the full model apart from full samples of f are possi-
ble, then one could sacrifice online efficiency for accuracy and just accept the (ineffi-
cient) nonhyperreducedmodel (13.11). Asmentioned above, conceptually a dimension
reduction will be obtained by this, but no or limited computational gain is to be ex-
pected.

If aiming at online efficiency, one can add yet another approximation stage, e. g.,
realized by the Kernel-DEIM approach [39, p. 83ff], [22]: The idea is to provide kernel-
based approximants for the local function evaluations: fim (Vxr) ≈

̂fim (V ̄Ixr), where
̂fim is for instance a kernel interpolant or a more general approximant (Chapter 9 in
Volume 1 ofModel order reduction). This can be constructed purely based on state and
nonlinearity snapshots.

Missing local evaluation set ̄I
If the discretization/interpretation of the full model is unknown, it may be a priori un-
clear which state entries influence the required sampling entries of the nonlinearity,
i. e., the index set ̄I may be unknown. A general approach for this is suggested: If the
full nonlinearity of the system can be sampled, snapshot-based POD can be computed
and a DEIM can be executed resulting in a possible choice of sampling points I. Now,
the set of indices ̄I that themagic index evaluations dependonmust be generated.One
possibility for this is analysis of the Jacobian of f (which clearly requires this as addi-
tional functionality from the full solver): The nonzero entries in row im of the Jacobian
indicate those entries of the input state vector that induce changes in the value of f.
Thus, analysis of the sparsity pattern of ∇f is sufficient for identification of the set ̄I.

Alternatives
Now clearly, also other gray-box approaches can be followed if one refrains from the
above Galerkin projection structure. For instance by working with state and velocity
snapshots of a linear system, dynamicmode decomposition (DMD) [25] allows to infer
an approximate linear model. Note that velocity, i. e., nonlinearity snapshots, require
a sort of intrusiveness as this is more than just state observations, and therefore not
black-box. If a system can be observed in terms of input and output observations in
frequency space, then the Loewner framework [20] enables to efficiently find an ap-
proximate LTI realization of a system with the observed behavior. For parametric un-
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steady problems, e. g., LTI systems, the parametric matrix interpolation idea can also
be applied (e. g., [13]).

13.2.2.3 Black-box reduction scenario

The mentioned gray-box approaches still assumed to have access to the systems non-
linearity (or frequency response measurements). Now, what can be done if the only
way of accessing the system consists of sampling state trajectories and outputs? First,
a direct mapping of input state to output quantities can be approximated with ma-
chine learning techniques.However, such techniquesdonot involve anymodel knowl-
edge nor model assumptions. If one assumes a certain model structure, i. e., linear or
polynomial nonlinearity for f, then the system coefficients of a reduced model can be
inferred from observed data [31]. In control theory this field is long known as system
identification.

If one is interested in approximating x instead of an output, the prediction of
a high-dimensional target quantity may suffer from the curse of dimensionality. So
blended approaches combining model reduction and machine learning exist. For ex-
ample [38] suggest a nonintrusive reduced-ordermodel (ROM) approach for nonlinear
problems combining POD and neural networks: By sampling state trajectories, a suit-
able approximating space/basis V can be computed by POD. Then each of the state
snapshots can bemapped to the POD space, obtaining POD coefficients. Then a neural
network can be learned to map time to the POD coefficients, which thus directly pre-
dicts an approximation of the state even without integration of a dynamical system.

13.2.3 Coupling techniques

In the abovewe have seen that online efficiency inMOR is based on a tight interplay of
full-order solvers and MOR implementation. This requires information exchange be-
tween those levels in suitable ways. Therefore, we now discuss the main two different
coupling options for MOR software. As additional reference on the coupling aspect,
we want to point to a presentation that also discusses various approaches for MOR
interfaces,3 with a focus on motivating the package pyMOR as mentioned in the next
section.

Write high-dimensional data to disk
Theprinciple is the following: The full solver is agnoscent of the reduction schemeand
reduction package but provides required high-dimensional data by file output, e. g.,
finite element method system matrices, or system matrix components (in the case of

3 https://www.stephanrave.de/talks/cse_2015.pdf
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parameter separability) L2 or H1 scalar product weight matrices, grid description for
visualization, etc. Also, the user or the full solver then must provide or export the co-
efficient functions of the separable parameter decompositions as function strings, etc.

The reduction scheme or MOR package then needs to import these data, project
the high-dimensional objects to low-dimensional quantities, assemble the reduced
system, and rapidly solve the reduced system. Potentially, the MOR code exports then
high-dimensional state approximations for visualization or postprocessing by the full
solver package. We refer again to Figure 13.1 for illustration of these exchange steps.

This approach by file exchange is applicable for linear problems or even problems
with low polynomial structure or suitably Taylor-approximated systems.

There are several advantages or beneficial options resulting from this decomposi-
tion: One can realize a straightforward coupling of different programming platforms
for the full and MOR solvers by only agreeing on a joint file format. By this, the MOR
code can be written in language of choice and can be agnoscent of the programming
language of the full system. Also, full solvers can be easily exchanged. One can realize
a full decoupling of high-dimensional offline and online operations.

Some drawbacks and limitations of this approach are apparent: The reduced
model simulation might be slow due to the disk access bottleneck. Further, the MOR
code needs to process high-dimensional data. File export routines for the full solver
must be implemented, which might be nontrivial (e. g., mass matrices in matrix free
full solvers). This file exchangedoes notwork for nonlinear problemsor problemswith
complex parametric system components unless gray-box strategies, i. e., “hacks” or
approximations of the preceding sections, are applied. Also, this full decomposition
of offline and online phases prevents modern adaptive simulation schemes, where
offline and online phases are blended (e. g., optimization with reduced model adap-
tation, local MORwith adaptive basis enrichment, etc.). It may be that iteration of full
solver steps, reduced system creation, and solve are impossible or difficult.

Alternatively, thefile exchange canalso bebasedonly on reducedquantities, if the
full solver package is extended by MOR basis generation and projection functionality.
Then the MOR package only needs to read reduced quantities, solve reduced systems,
and communicate reduced coefficient vectors to the full solver package that is respon-
sible for visualization/postprocessing.

Communication of full and reduced solver by function interfaces
The principle here is that the full solver is extended in order to provide function access
to high-dimensional quantities used for the reduction, e. g., inner product matrices,
system nonlinearities, etc. An improved approach even consists in avoiding access to
matrices, but only providing access to matrix–vector multiplication for inner-product
matrices or system matrices.

This offers some clear advantages: It is potentially very fast if optimal and min-
imally invasive connection to the full solver is realized. Nonlinear problems can be
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treated by giving the MOR package access to the exact system nonlinearity. The pro-
visioning of matrix–vector multiplication routines allows matrix-free operations, and
hence MOR for discretizations that do not rely on matrix representations (e. g., finite
volume or finite difference discretizations). A potential tight and repeated interaction
between full and reduced solvers is possible in modern simulation scenarios with
adaptive ROMs such as in optimization or local MOR. If those function interfaces are
designed in a minimal and generic way, very general model reduction is possible, as
various full solvers can implement those interfaces and various MOR packages can
use those different full solver interface implementations. If the interface classes make
use of (references to) high-dimensional objects stored in the full solver’s memory, no
communication of high-dimensional data is required, and the MOR code can be very
fast and memory-efficient.

Again, also clear disadvantages appear: This approach is more complex as cou-
pling via online bindings, shared libraries, mex-interfaces, or network communica-
tion, etc., is required. The realization of the required internal accessmay be difficult or
impossible in certain full solver packages (e. g., local system matrix access to matrix-
free discretization operators).

13.3 MOR software packages
After these conceptual aspects of MOR software, we want to become very specific in
this section and give an overview of existingMOR software packages. First we address
commercial packages, which we understand as being developed by companies with
commercial interest. Then, we give a brief survey of academic packages, developed at
universities or public research institutions. By the overview of this section, users may
be guided (to some extent) to select the suitable packages for their application case.

13.3.1 Commercial packages with MOR functionality

Many simulator packages have realized the need and usefulness of model reduction
on top of the traditional simulation chain. The following is a short and certainly in-
complete list of such commercial packages. We do not go into details but refer to the
corresponding websites. Mostly – but with notable exception of Scilab – the following
packages are closed-source and subject to license fees.
ANSYS® (CADFem):4 The packageModel Reduction inside ANSYS provides reduction

techniques for linear systems, in particular three-dimensional finite element from
ANSYS MechanicalTM, enabling piezoelectrical and thermomechanical models.

4 https://www.cadfem.de/produkte/cadfem-ansys-extensions/model-reduction-inside-ansys.html
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The resulting low-dimensional matrices can be imported in ANSYS Simplorer®,
MATLAB/Simulink, or other system simulation languages VHDL-AMS or SPICE.
An early reference to the initial version “MOR for ANSYS” has been published [3].

Akselos Integra™(Akselos):5 This package enables numerical simulation of large-
scale mechanical assets. Among others, the underlying technique is the static
condensation RB element method [19]. Being based on reduction of components,
this technique is very suitable for technical component-based structures. Linear
systems can be treated, as well as systems with local nonlinear subsystems.

CST MICROWAVE STUDIO® (CST):6 In order to obtain networkmodels, that are com-
patible with the circuit simulator SPICE and have the same port behavior as three-
dimensional structures, suitable MOR techniques can be applied. In particular
stability and passivity preservation is obtained by the reduction techniques.

MATLAB®7 (The Mathworks, Inc.):8 In its control system toolbox various control-
theoretic reduction techniques are provided, in particular pole zero simplifica-
tion, mode selection or balanced truncation (BT) (Chapter 2 in Volume 1 ofModel
order reduction). These methods are available in the Model Reducer App, which
can be interactively used.

MOR toolbox (MOR DIGITAL SYSTEMS):9 The MOR toolbox is a MATLAB-based tool-
box gathering algorithms for (i) reduction of large-scale linear dynamical models
and (ii) creation of linear dynamical models from input–output frequency data.
The algorithms gathered in the MOR toolbox generate a linear state-space model
whose input–output behavior is close to the initial model. Somemethods take ad-
vantage of the sparse nature of the models and can therefore be applied to very
large-scale models with several thousands of states. Such models arise very often
in physics, biology, etc. The MOR toolbox is free for academic use, and licenses
are available for commercial purposes.

SLICOT (Niconet e.V.):10 This collection of MATLAB toolboxes also contains a SLI-
COT Model and Controller Reduction Toolbox, providing algorithms for many
control-theoretic reduction methods, e. g., BT, singular perturbation approxima-
tion, frequency-weighted balancing, Hankel norm approximation, or co-prime
factorization.

SciMOR (ESI Group, Scilab Enterprises SAS):11 This model reduction toolbox has re-
cently been developed and providesmodern techniques for reduction of paramet-

5 https://akselos.com
6 https://perso.telecom-paristech.fr/begaud/intra/MWS_Getting_Started.pdf
7 We acknowledge MATLAB to be a registered trademark throughout this chapter, but for readability
refrain from indicating this at various further occasions.
8 https://de.mathworks.com/help/control/ug/about-model-order-reduction.html
9 http://mordigitalsystems.fr/en/
10 http://slicot.org/matlab-toolboxes/model-reduction
11 https://scilab.io/scilab-model-reduction-toolbox
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ric PDEs. In particular, POD in combination with parameter interpolation is im-
plemented. This toolbox is part of the Scilab open-source project with the goal of
democratizing computational science and is free of charge.

There are some common limitations with most of those MOR implementations: Apart
from very recent developments, those commercial packages typically do not provide
the most efficient latest MOR methods. This in particular holds true for packages that
are alreadymore than 10 years old, as the last decade has shown tremendous improve-
ment in MOR technology. In these packages, in particular the full models are typically
not fully accessible. As discussed in the previous sections, this prevents white-box
implementation of modern reduction techniques, whichmostly require a high level of
intrusiveness.

13.3.2 Academic MOR software packages
Next, wewant to give short descriptions of existingMOR software packages developed
by groups from academia. The packages are free of charge, butmay be subject to some
licensing options. The packages are mostly open-source, except two of them, which
are not publicly available for download. Typically, those packages are developed at
universities or public research institutions.

The software packages differ in various aspects. In addition to the open-source
policy, the main aspect is the programming language. Differences can also be ob-
served with respect to the ease of installation, whether paper references are given,
and whether documentation, benchmark models, or tutorial examples are provided.
Some packages are under active development by large development teams, while
some are single-programmer projects that resulted from PhD theses and are “frozen”
or only updated in a minimal fashion. Large differences exist in the provisioning of
full-scale solvers within the package and the extent of the coupling to external high-
fidelity models/solvers. The purpose of those packages can be either fundamental
research, teaching, or even industrial application. The physical application fields
also vary widely: Some packages only support one application domain (e. g., elec-
tronics or mechanical systems) while others do not restrict the type of applications,
but allow all kinds of physical domains, including electronics, fluid dynamics, biol-
ogy, chemistry, finance, etc. Most discriminating are the types of systems that can be
reduced such as LTI systems, nonlinear ODE systems, parametric problems, elliptic
PDEs, parabolic PDEs, hyperbolic PDEs, first-order systems, second-order systems,
differential algebraic equations (DAEs), and parametric, dense, or sparse systems. Fi-
nally, the implemented reduction techniques are very different in the packages, e. g.,
BT, moment-matching (Chapter 3 in Volume 1 ofModel order reduction), RB methods,
POD, Hankel norm approximation, optimalℋ2-norm reduction, etc.

In Table 13.1 we give some metadata for several packages from academic devel-
opment teams that are available at the time of finalization of this overview, i. e., June
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Table 13.1:Metadata of academic MOR software packages (as of Aug. 2019).

Acronym Ref. Language License type Latest version

DPA [33] MATLAB/Octave – Nov. 2015
emgr [18] MATLAB/Octave BSD-2-Clause 5.8, May. 2020
ITHACA [36] C++ LGPL 3.0 / MIT License Mar. 2020
KerMor [39] MATLAB GNU GPL & BSD 0.9, Aug. 2015
M.E.S.S. [34] MATLAB/Octave, C GNU GPL 2 2.0.1, Feb. 2020
MOREMBS [12] MATLAB, C++ – on request
MORLAB [5] MATLAB GNU Affero GPL 3 5.0, Dec. 2019
MORPACK [26] MATLAB – on request
pyMOR [27] Python BSD-2-Clause 2019.2, Dec. 2019
RBmatlab [14] MATLAB – 1.16.09, Sept. 2016
RBniCS [17] Python GNU lesser GPL 3 v0.1.0, Jun. 2019
SparseRC [21] MATLAB – Nov. 2011
sssMOR [6] MATLAB BSD-2-Clause v2.00, Sept. 2017

2020. We do not express any preference by the order of the packages but present them
in alphabetic order. For each of the packages we give a reference that either is specif-
ically devoted to that software package or is a reference using that package. We spec-
ify the corresponding (main) programming languages, not excluding that some of the
packages provide bindings or some optimized routines for some other language. Most
of the packages are MATLAB-based, some using as little MATLAB-specific function-
ality that they are also executable from Octave. The packages devoted to MATLAB or
Python do mainly not have restrictions on the operating system, as long as MATLAB
or Python is installed in corresponding versions. Only the package versions providing
C/C++ versions typically are limited to either Windows or Linux operating systems.
About half of the packages specify some open-source GNU- or BSD-type license. The
column“latest version” lists versionnumbers and release dates if providedby the sup-
porting websites. Some packages do not provide access by download but only on re-
quest, in particular packages that are used for simulation ofmultibody systems (Chap-
ter 2 in this volume). The recent release dates indicate that most of the packages are
under active development andwe recommend to consult the correspondingwebpages
and github sites for most recent information. Especially the packages maintained at
github frequently have most recent commits that yield functional versions more re-
cent than the latest release tags given in the table. In particular we want to emphasize
that the following detailed descriptions may relate to more recent git-commits than
the versions mentioned in the table. In the context of MOR software, we want also to
refer to the excellent software list at theMORWiki.12 Note that, by nature, our package
list has a considerable overlap to that online reference list.

12 http://www.modelreduction.org
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Wenowgive somemore details on the packages, including nonabbreviated name,
open-source policy, online availability, license type, download (or project) URL, pro-
gramming language, installation procedure, documentation, main reduction meth-
ods, application fields, and further individual comments.
DPA:13 A collection of MATLAB algorithms related to versions of the Dominant Pole

Algorithm [33] are provided for download as source code without license restric-
tions. No installation steps are required, and operation is performed via simple
execution of the *.m files. Documentation is available as comments in the pro-
gramfiles. Reduction by thosemethods is related tomodal reductionwith connec-
tions to moment-matching (Chapter 3 in Volume 1 ofModel order reduction). The
algorithms allow reduction of first- and second-order single-input, single-output
systems and first-order multiple-input, multiple-output systems. The motivating
field of application is power system electronics, but the code can be used for re-
duction and modal analysis of dynamical systems from other domains as well,
including electronics (RLC parasitics), acoustics, andmechanics. Quite a number
of test systems and (large-scale) system matrices are provided.

emgr:14 The MATLAB/Octave package provides an Empirical Gramian Framework [18]
for model reduction of nonlinear input–output systems. The program files are
available for download under the open-source BSD-2-clause license. No installa-
tion steps are required, as the singleMATLABfile can directly be executedwithout
dependency on further packages. The empirical Gramians basically extend the
concept of system Gramians for first-order LTI systems (Chapter 2 in Volume 1 of
Model order reduction) to nonlinear systems. Overall, these reduction techniques
can be related to BT. For parametric problems with high-dimensional parame-
ter spaces, empirical Gramians also allow combined reduction of parameter and
system order. Due to its generality, there is no restriction to the field of applica-
tion:Models fromneural science,mechanical systems, electrical networks, or dis-
cretized PDEs are contained as benchmark systems on thewebsite. Extensive doc-
umentation of the programs is also provided online.

ITHACA:15 This C++ package on In real Time Highly Advanced Computational Ap-
plications comes in several versions: ITHACA-FV with finite volume full-order
solver https://mathlab.sissa.it/ITHACA-FV [36, 37] basedonOpenFOAM, ITHACA-
SEM with spectral element detailed solver https://mathlab.sissa.it/ITHACA-SEM
based on Nektar++ and ITHACA-DG https://mathlab.sissa.it/ITHACA-DG based
on discontinuous Galerkin full-order solver based on HopeFOAM. All versions
are open-source, the former under a LGPL license, the latter two under an MIT
License. The packages’ code and documentation are available on corresponding

13 https://sites.google.com/site/rommes/software
14 https://gramian.de
15 http://mathlab.sissa.it/
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github pages. The packages ITHACA-SEM and ITHACA-DG are at an early de-
velopment stage, thus we focus on the more mature ITHACA-FV package in the
following: The installation of ITHACA-FV requires an existing implementation of
OpenFOAM 5.0, 6.0, or 1812, and then the cloning and compilation of the package
are realized with few commands. The package provides several well-documented
tutorial examples. The documentation is extracted from the code by doxygen.
The package provides the implementation of several reduced-order modeling
techniques for parameterized problems. In particular, the thermal block, steady
and unsteady Navier–Stokes, additionally coupling with an energy equation, and
the Boussinesq equation are contained. As reduction techniques, POD, nonintru-
sive POD-interpolation, DEIM (Chapter 5 in Volume 2 of Model order reduction),
and DMD (Chapter 7 in Volume 2 ofModel order reduction) are provided.

KerMor:16 TheMATLABpackageprovidesKernel andMORmethods for surrogatemod-
eling of nonlinear systems [39]. It is open-source partly under the GNU GPL 3 and
BSD license. The source files are maintained and are accessible freely at a cor-
responding github repository. The package is using sophisticated object-oriented
features of MATLAB, and hence is not suitable to be used under Octave. Program
documentation is provided online but can as well be generated offline by the
mtoc++ and doxygen documentation tools. After download or cloning of the pack-
age, some installation steps are required for compiling suitablemex functions and
setting environment variables. Then a single startup file needs to be executed in
MATLAB in order to use the package. The considered model classes are simple
IO function maps, LTI and parametric nonlinear systems. As surrogate model-
ing techniques, mainly projection-based methods (POD-DEIM) (Chapter 5 in Vol-
ume 2 ofModel order reduction) and kernel methods (VKOGA, SVR) (Chapter 9 in
Volume 1 of Model order reduction) are provided. The field of application is not
limited, demo examples contain electric circuit as well as system-biological (pro-
grammed cell death) models, discretized PDEs (Burgers), or biomechanics (non-
linear elasticity for muscle models).

M.E.S.S.:17 The Matrix Equation Sparse Solver library [34] provides algorithms for
approximate matrix equation solving such as large-scale Lyapunov or (differen-
tial) Riccati equations. Since the solution of suchmatrix equations represents the
core of many algorithms in model reduction and control, this package is essen-
tial for reduction of large-scale problems. The package consists of a version for
MATLAB/Octave and a version for C; additionally it provides Python bindings.
The code is accessible via a public git repository and covered by a GNU GPL 2
license with some exceptions. The MOR functions comprise BT and the iterative
rational Krylov algorithm (IRKA) (Chapter 3 in Volume 1 ofModel order reduction)

16 https://www.morepas.org/software/kermor/index.html
17 http://www.mpi-magdeburg.mpg.de/projects/mess
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for first-order LTI systems. Documentation is provided within the MATLAB source
files. Installation is straightforward by simple unpacking and a startup script
for initialization at each MATLAB session. Due to its generality, model examples
both contain discretized transport PDEs (heat equation, advection-diffusion) and
mass-spring-damper systems for structure-preserving second-order techniques.
Further demonstration examples explain the extension to structuredDAE systems
that allow for implicit index reduction.

MOREMBS:18 This package on Model order reduction for elastic multibody systems
[12] consists of both a MATLAB version (MatMorembs) and a C++ version
(Morembs++). The package is not available for download, but can be provided on
request for academic use. The supported reduction techniques for second-order
systems comprise modal techniques such as the Craig–Bamptonmethod for com-
ponent mode synthesis (CMS), as well as Krylov subspace techniques (Chapter 3
in Volume 1 of Model order reduction) or SVD/Gramian-based techniques (Chap-
ter 2 in Volume 1 of Model order reduction). The field of application is clearly
focused on elastic mechanical systems. The strength of the package lies in a mul-
titude of coupling options, in particular importing system matrices from various
commercial finite element programs (ABAQUS,ANSYS, PERMAS,Nastran) and ex-
porting reduced system descriptions to multibody simulator programs (MATLAB
Simulink, SIMPACK, Neweul-M2, Adams, LMS).

MORLAB:19 ThisModel Order Reduction LABoratory package [5] is aiming for spectral-
projection-based model reduction of dynamical systems. It is freely available for
download as a MATLAB toolbox, Octave package, or zip archive. The package is
subject to the GNU Affero General Public License 3. Installation is simple by exe-
cuting a startup file for adding paths or by using the automatic mechanisms for
MATLAB toolboxes and Octave packages.
There is an extensive HTML documentation included in the package. The pack-
age aims at dense first-order LTI, descriptor, or second-order systems. The spec-
trum of methods is based on the solution of matrix equations [29], in particular
modal truncation, BT with many variants (frequency-limited BT, time-limited
BT, bounded-real BT, positive-real BT, balanced stochastic truncation, linear
quadratic-Gaussian BT, and ℋ∞-BT), as well as a variant of the Hankel norm
approximation. Due to its generality of systems, the package does not focus on
special application fields.

MORPACK:20 This Model Order Reduction PACKage is a MATLAB library for reduc-
ing elastic multibody systems [26, 24]. The package is not available for download
but test versions for academic purposes can be provided on request. The appli-

18 http://www.itm.uni-stuttgart.de/research/morembs/MOREMBS_en.php
19 http://www.mpi-magdeburg.mpg.de/projects/morlab
20 https://tu-dresden.de/ing/maschinenwesen/ifkm/dmt/forschung/projekte/morpack
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cation field is limited to second-order mechanical systems for elastic multibody
dynamics. The package acts as a general interface between finite element soft-
ware (ANSYS, ABAQUS, NASTRAN, LS-DYNA) and themultibody simulators (SIM-
PACK, ANSYS, EMBS-Matlab). Therefore, validation of the reduction and choice
of the master degrees of freedom have a high priority. Over 60 correlation criteria
are available to compare reduced-order models against the original model as well
as measurement data. Likewise, there are manymethods to select optimal master
degrees of freedom. The reduction methods that are available comprise Guyan,
CMS, Krylov subspace methods, (second-order) BT, and minimal model genera-
tion by mode truncation. Also multistep reduction processes can be performed.
The package is steered by a graphical user interface. Several benchmark models
are provided ranging from 100,000 to 1,200,000 degrees of freedom.

pyMOR:21 TheModel Order Reduction with Python package is an open-source library
under active development [27]. It is accessible by a repository at github under
a (modified) BSD-2-Clause license. Installation basically works via pip, and de-
tailed installation instructions are given on the website. Extensive program doc-
umentation is provided online and within the program source code. The pack-
age aims at covering all types of reduction techniques, ranging from RB methods
for parameterized PDEs up to MOR for control systems, e. g., BT or Krylov sub-
space methods. Also general nonlinearities can be treated by empirical interpo-
lation (Chapters 1 and 5 in Volume 2 of Model order reduction). Due to its gener-
ality, no application fields are excluded. By using abstract interfaces, coupling of
external high-fidelity solvers is possible and several of such dockers exist, e. g.,
for Dune, FEniCS, deal.II, or NGSolve. Also, some finite element and finite vol-
ume discretizations are included based on NumPy/SciPy. Two jupyter notebooks
are provided for interactive exploration of corresponding models (heat equation,
spring) and reduction techniques. Many demo applications are contained within
thepackage suchas PDE-basedmodels (Burgers equation or elliptic andparabolic
equations).

RBmatlab:22 The Reduced Basis Matlab package is an open-source library for numer-
ical approximation of parameterized problems. The code is publicly available for
download via the Model Reduction of Parametrized Systems (MoRePaS) website
without license restrictions. The master branch is maintained as a git repository,
for which access can be granted on request. Documentation is provided online
and within the MATLAB function headers. This documentation can be generated
offline by the mtoc++ and doxygen tools. Installation is simple by unzipping, set-
ting two environment variables, and optionally extending the MATLAB startup
script to get RBmatlab started automatically during the initialization of each

21 https://github.com/pymor/pymor
22 https://www.morepas.org/software/rbmatlab
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MATLAB session. As system types parametric PDEs (elliptic, parabolic, hyper-
bolic) mostly motivated by transport problems (heat equation, Burgers equa-
tion, two-phase flow), mechanics (elasticity), or finance (variational inequalities)
are supported, as well as parametric control systems, e. g., the chemical master
equation. Snapshot-based reduction methods (POD, greedy, POD-greedy) are im-
plemented, including certification by error estimators. Coupling to the scientific
computing packages Dune, Alberta, and COMSOL is realized. Additionally, the
package contains PDE discretization techniques (finite element method, finite
volume method, discontinuous Galerkin) to be used as high-fidelity solvers for
reduction procedures. Use of those reduced models in parameter optimization
and feedback control are some of the implemented multiquery settings. Many
demos are implemented and can be interactively accessed for getting insight into
the functionality of the package. A pedagogical model of the well-known thermal
block model is provided as tutorial example [14].

RBniCS:23 This package on Reduced Order Modelling in FEniCS is understood to be ac-
companying the book [17]. Installation prerequisites are the availability of FEniCS
(with PETSc, SLEPc, petsc4py, and slepc4py), numpy, and scipy. The remaining
installation of RBniCS is then easily done by cloning the git repository and re-
questing python3 to install the package. As model classes the package comprises
parametric elliptic and parabolic problems. Both linear and nonlinear problems
(using empirical interpolation) are considered. Advection-diffusion as well as
Stokes and Navier–Stokes problems are readily available. The code uses clear
naming, and is hence sufficiently comprehensive. A documentation can be gen-
erated but is not available online. As basis generation procedures POD, greedy,
and Gram–Schmidt algorithms are realized. The successive constraint method
for rapid computation of stability factor lower bounds is implemented. Almost
20 tutorials are available and suitable to be used in model reduction courses. A
particular feature of this package is the ease of specifying new problems, i. e.,
not only changing coefficient functions but also specifying and changing the
differential operators of the PDE by high-level FEniCS commands.

SparseRC:24 SparseRC [21] is a collection of MATLAB routines which performs parti-
tioning/reordering-based model reduction for RC netlists with nodes up to hun-
dreds of thousands, and terminals up to tens of thousands. The motivating field
of application is analog circuit design, where parasitic extraction of the physi-
cal layout may result in large-scale networks of resistors (R) and capacitors (C).
These networks can bemodeled by dynamical systems and SparseRC can be used
to reduce these systems, exploiting and preserving properties specific to such
networks.

23 https://mathlab.sissa.it/rbnics
24 https://sites.google.com/site/rionutiu2/research/software
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sssMOR:25 The Sparse State-Space and Model Order Reduction Toolbox [6] and the
extension psssMOR26 for parametric problems are MATLAB libraries distributed
under the BSD-2-Clause license. The code is accessible via a git repository at
github. Installation is realized by unzipping the packages and executing a few
installation commands as specified on the webpage. The MATLAB functions are
very well documented, and hence accessible by the MATLAB help functionality.
The particular motivation of those packages is extending the MATLAB-inherent
state-space toolbox, which is restricted to dense matrices and thus only allows
treatment of moderately sized problems. The sss toolbox provides this func-
tionality using sparse matrices, and hence can treat considerably larger system
orders. The sssMOR library then implements MOR techniques using those sparse
system representations. The system types considered are LTI control systems.
Basic reduction techniques implemented are modal truncation, BT, and rational
Krylov subspace methods. At the same time, it provides the IRKA as well as some
more recent algorithms such as the CUmulative REduction framework (CURE),
the Stability-Preserving, Adaptive Rational Krylov algorithm (SPARK), and the
confined IRKA (CIRKA). Some model samples from well-known benchmark col-
lections (CD player, building, gyro) are provided. In principle, the application
scope is not limited as long as the systems can be cast as (parametric) LTI con-
trol systems. The toolboxes are currently being extended to cope with nonlinear
sparse state-space systems, such as bilinear (bsssMOR) and quadratic-bilinear
(qbsssMOR) models. Extensions for other system classes, e. g., port-Hamiltonian
(spHMOR) and second-order (ssoMOR) systems, are naturally also conceivable
under the same guiding principle.

We do not claim completeness of this above package list, as many researchers have
their private code collection, libraries, or repositories. But the list covers themain cur-
rently available software packages that we are aware of. Several smaller packages ex-
ist, such as pydmd27 on DMD and ezyrb28 on POD with interpolation. Some academic
PDE discretization packages also include MOR functionality, e. g., libmesh,29 which
has RB capabilities via rbOOmit [23], or Feel++,30 which also provides MOR methods.
Further packages existwhichhowever areno longerunder activedevelopment andnot
provided by download. Among those wewant tomention dune-rb, whose capabilities
and principles of coupling with RBmatlab have been explained in [9]. The thesis [1]
describes the extension to localized model reduction approaches. Also the package

25 https://www.rt.mw.tum.de/?sssmor
26 https://www.rt.mw.tum.de/?psssmor
27 https://mathlab.sissa.it/pydmd
28 http://mathlab.sissa.it/ezyrb
29 http://libmesh.github.io/
30 http://www.feelpp.org
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rbMIT is a software package that provides the most elementary RB algorithms. This
software package was awarded with the Springer Computational Science and Engi-
neering Prize in 2009. The package is currently not available by a website, but can be
accessed via the internet archive.31 Similarly the package PABTEC on BT for electronics
applications is listed at the swMATHportal32 but seems no longer to be publicly acces-
sible. The academic MORE package33 [32] is a precursor of the commercial MOR toolbox
mentioned in the previous subsection.

Disadvantages of academic packages (which more or less applies to the different
packagesmentioned above) must certainly also be stated. The level of documentation
of those code packages may be incomplete, development of packages may be discon-
tinued, and support can typically not be offered in an extensive manner or instanta-
neously. So using these packages typically requires some self-study, reproducing of
running models and reduction techniques, or even some reverse engineering, or trial
and error with changing parameters.

13.4 Conclusions and recommendations

We argued that online-efficient and accurate MOR algorithms require access to data,
functionality, or other internals of the full solver. In particular, in many cases, a spe-
cial design, decomposition or structure of the full-ordermodel needs to be established
in order to optimally apply correspondingMOR techniques. Elementary routines from
the full solver or high-fidelity simulation package that are required for white-boxMOR
may comprise the following: For snapshot-based MOR algorithms, e. g., POD, greedy,
and POD-greedy, a triggering of a full-order simulation with specified input parame-
ters and return of state snapshots must be available. Information about nodal inter-
pretation of the state vector is required. In the simplest case of linear finite element or
finite difference discretization this is equivalent to enumeration of the mesh nodes. In
general, a routine for assembly or matrix–vector multiplication with the inner prod-
uct (mass) matrix is very helpful. This enables computing L2-norms, orthonormaliza-
tion, and projections. Similarly, a subroutine for assembly or matrix–vector multipli-
cation with the stiffness matrix, which enables computing SobolevH1-semi-norms, is
helpful. Export of other system matrices, e. g., Jacobian matrices of nonlinear terms,
may be required. For parametric problems an export of parameter separable decom-
positions is essential; this means access to (nonparametric) systemmatrix and vector
components and parametric coefficient functions. For sampling-based methods for

31 https://web.archive.org/web/20171110212818/http://augustine.mit.edu:80/methodology/
methodology_rbMIT_System.htm
32 https://swmath.org/software/4061
33 https://w3.onera.fr/more
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nonlinear problems, local evaluation of system nonlinearities based on local recon-
struction of the state vector needs to be provided. Optionally, visualization or post-
processing of a given state vector by the full solver is useful. If those functionalities
are not provided by the full solver, either a loss of online efficiency is unavoidable,
or some gray-box or black-box workarounds or hacks might be possible as we have
exemplified for general stationary and unsteady, linear, and nonlinear problems.

A multitude of software packages from groups from academia have been devel-
oped. Typically those packages not only provide the latest MOR technology, but also
implementations of some full system solvers. Only by control of all implementational
details of the full models, which are typically code-intrusive, optimal online efficiency
can be realized. This is mostly not possible by full-order models from commercial
packages. This full control of the high-fidelity models enables independence of sci-
entists from external simulator packages, but at the same time is very time-intensive,
distracting one from main disciplinary research.

We want to close with some recommendations. Addressing commercial software
developers, we think that simulation packages will not remain competitive if MOR
technology is not included as essential enabler for modern higher-level simulation
tasks such as uncertainty quantification, parametric studies, optimization, design,
etc. Simulation software engineers should be aware that their solver is no longer the
last element in the simulation analysis pipeline but those are embedded inmore com-
plex simulation tasks. Inclusion of MOR algorithms in simulator packages can thus
be a competitive advantage. When planning to include MOR technology, one should
be clearly aware that access to more internals than just the solution/state degree of
freedom vector is required. Access to system matrices, components, local nonlinear-
ity evaluations, local subgrid geometry, etc., can be useful or required for modern and
efficient MOR algorithms as listed above. Creating suitable interfaces or other means
of access to those internals will enable applying efficient MOR algorithms. Apart from
exporting system parameters, matrices, or geometry information, also importing fa-
cilities for effective bases, error estimation routines, etc., would be recommended for
expanding the scope of applicability of commercial simulation packages. In particu-
lar, by realizing error estimation techniques, a certification and therefore guarantee of
reliability of methods/packages is obtained. The last decade has enabled hundreds of
PhD students to specialize and graduate in the field of MOR. These would be excellent
candidates for transfer of those technologies into business and industry. A further op-
tion for realizing MOR algorithms is the foundation of public–private partnerships or
joint programs, e. g., European Industrial Training Networks, etc.

Some recommendations for academic MOR researchers might be to develop fur-
ther “hacks” of industrial software, i. e., using solvers as black-box or gray-box leading
to new algorithms and analysis. For reproducibility of results, we strongly encourage
to provide open-source and online accessible program code. If possible, it is advisable
to contribute to existing MOR libraries instead of reinventing the wheel by developing
new packages from scratch. If it is required or desired to reinvent MOR code or solvers,
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practitioners or simulation engineers should think of useful central interfaces, which
will ease exchange and coupling of the code to other packages. This is particularly rel-
evant for bridging different programming platforms such as C++, MATLAB, Python,
Fortran, etc.

A general wish for the development in computational sciences is the increased
acknowledgment of and respect for the effort in development, maintenance, and
documentation of software packages. Typically, applications and computational ap-
proaches are so involved, that software packages cannot be set up from scratch by
scientists within the typical scientific “lifetime,” e. g., a PhD thesis. In particular,
existing open-source packages directly enable a high entrance level for further de-
velopments. Software development thus is crucial and one core scientific service for
the community. Scientists and students who develop, maintain, and provide well-
designed software should more easily obtain scientific credits by accepting such
results as major scientific results in theses as well as being able to publish journal
articles on such software – in contrast to the current state of expecting such develop-
ments asminor by-product of disciplinary scientific contributions. But also in funding
agencies such major achievements or proposals on scientific software development
should be accepted as foundation for disciplinary progress. Only slowly this aware-
ness in the scientific communities is developing, e. g., reflected by the recent Software
branch at the SIAM journal on Scientific Computing that now also enables to pub-
lish journal articles on software. But certainly this general awareness can be further
strengthened by each individual researcher.
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a posteriori error estimates
–output a posteriori error estimate 228
a priori error estimates 183
academic MOR software packages
–DPA 450
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–MOREMBS 48, 452
–MORLAB 452
–MORPACK 452
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–RBmatlab 453
–RBniCS 454
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acoustic wave equation 79
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adaptive DEIM (ADEIM) 248
adaptive mesh refinement (AMR) 184
admittance parameter realization 126
air separation unit 24
Aliev–Panfilov model 257
almost equitable partition clustering 346, 356
ANSYS Twin Builder 47
applications
–acoustic system 75
–aerodynamics 201, 202, 219, 231
– aerodynamic shape optimization 202
–aeroelasticity 202
–flight-parameter sweep 202

–anemometer model 338
–band pass filter 335
– car interior with vibrating roof 103
– carbon capture 21
– cardiovascular system 251
–activation maps arterial blood flow 267
–arterial blood flow 253
– cardiac electrophysiology 253, 255
–wall shear stress arterial blood flow 263

– chemical processes 1
–pressure swing adsorption (PSA) 15
– simulated moving bed (SMB) process 11

– elastic crank drive 54
–electromagnetic system 145
–MEMS switches 155

–on-chip interconnect lines 159
–RF passive device 155
– transmission lines 156

–flexible multibody dynamics 54
–fluid dynamics 34
– leaf spring model 62
– lid-driven cavity flow 296
–mass–damper system 354, 361
–mechanical system 35
–microelectronics 111
– active circuits 132
–multiport network system 129

–multibody dynamics 34
–neuroscience 237
–biophysical neuronal networks 247
–neuronal spiking networks 238
–neuronal synaptic plasticity 238

–oxycombustion process 21
– structural dynamics 34
– thermo-acoustic systems 34
– thermo-electrical systems 34
– thermo-fluidic systems 34
– thermo-mechanical machine tool model 39
– thermo-mechanical systems 34
– vibrational system 75
– vibro-acoustic system 75
–weakly damped mechanical vibrational system

77
Arnoldi algorithm 93, 123, 126, 128, 397
–block-Arnoldi algorithm 123
–explicitly restarted 132
–first-order block Arnoldi algorithm 42
– implicitly restarted 132
– second-order Arnoldi (SOAR) 88, 105
– second-order Arnoldi (SOAR) algorithm 39, 42
– second-order iterative rational Krylov

algorithm (SO-IRKA) 39
– two-level orthogonal Arnoldi 88
asymptotic stability 349
asymptotic waveform evaluation (AWE) 122
autoencoders 297

backward Euler method 207
balanced truncation method 33, 38, 39, 86,

329, 336, 346, 358, 367, 370, 451
–balanced stochastic truncation 452
–bounded-real BT 452
– frequency-limited BT 452
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– frequency-weighted balanced truncation
method 50

–generalized balanced truncation method 347,
348, 368

–ℋ∞-BT 452
– linear quadratic-Gaussian BT 452
–positive-real BT 452
– second-order balanced truncation 39
– time-limited BT 452
block-diagonal orthogonal projection 369
boundary conditions
–absorbing 92
–Dirichlet 175, 177, 179–181, 190
–electric circuit element (ECE) 154, 159, 191, 195
–electromagnetism 151, 152
–essential 186
–natural 186
–Neumann 175, 177, 181, 190
–perfect electric conductor 152

canonical Bénard–von Kármán vortex street 285
carotid artery bifurcation 263
– common carotid artery (CCA) 263
–external carotid artery (ECA) 263
– internal carotid artery (ICA) 263
circuit simulation 419
cluster-based network models 313
clustering algorithm 262
clustering-based model reduction 353, 366
clustering-based projection 346, 354, 356
CMS-Gram method 50, 52, 53, 60
commerical MOR software packages
–Akselos Integra™ 447
–ANSYS® 446
–CST MICROWAVE STUDIO® 447
–MATLAB® 447
–MOR toolbox 447
–SciMOR 447
–SLICOT 447
component mode synthesis (CMS) 39, 50, 85,

452
computational fluid dynamics (CFD) 201
confined IRKA (CIRKA) 455
controller architectures 400
Courant–Friedrichs–Lewy (CFL) condition 193
Craig–Bampton method 34, 39, 50, 53, 60
CUmulative REduction framework (CURE) 455

DEPACT algorithm 119

diagram
–De Rham 150, 160
–electromagnetism 150
–electroquasi-statics (EQS) 161
– electrostatics 162
–magnetic stationary (MG) 164
–magnetoquasi-statics (MQS) 161
diffusive couplings 351
digital twins 380
–executable digital twins 424
direct numerical simulation (DNS) 284
Dirichlet principle 176
discontinuous Galerkin (DG) method 205
discrete adaptive POD (DAPOD) 248
discrete empirical interpolation method (DEIM)

11, 55, 63, 229, 238, 240, 260, 261, 438
discrete Fourier transform (DFT) 246
dissimilarity-based clustering 359, 362
dissimilarity-based clustering method 347
distributed parameters see also parameters,

distributed
–electromagnetic model see also formulation,

Maxwell, 146
dominant pole algorithm 84, 450
drivetrains 407
dual-weighted residual method 228
Duran–Grossmann formulation 24
dynamic causal modeling (DCM) 238, 243
dynamic mode decomposition (DMD) 238, 246,

281, 443

eddy viscosity models 295
edge weighting approach 363
– iterative edge weighting 366
eigensystem realization algorithm (ERA) 247,

281
elastic wave equation 78
electric charge conservation theorem 151
electric conduction law 148
electrocardiograms (ECGs) 270
electrocorticography (ECoG) 246
electroencephalography (EEG) 238
EM energy conservation theorem 151, 152
empirial interpolation method (EIM) 229
empirical Gramian framework 450
empirical interpolation method (EIM) 11, 218
empirical orthogonal functions 288
empirical quadrature procedure (EQP) method

224, 226
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energy-conserving sampling and weighting
(ECSW) method 63, 64

equations
– Euler 204
–Maxwell’s 117
–Navier–Stokes 204, 253, 259, 265, 280, 283,

285, 287, 297
–Reynolds-averaged Navier–Stokes (RANS) 204
– telegrapher’s 158
equivalent circuits
–magnetoelectric equivalent circuit (MEEC) 166
–partial electric equivalent circuit (PEEC) 166
– vector potential equivalent circuit (VPEC) 166
error estimators 59
extraction 420

Failure probabilities 413
Fenton–Karma model 262
finite element method 76, 177
–adaptive finite element method 184
–barycentric coordinates 179, 188
FitzHugh–Nagumo model 262
flexible multibody system 54
formulation
–electric conduction (EC) 167
–electromagnetic quasi-stationary (EMQS) 169
–electroquasi-statics (EQS) 160, 167, 168
–electrostatics (ES) 156, 167
–field regime 159
–field regime identification 168
– full-wave electromagnetics (FW) 160
–general electrodynamics (ED) 160, 166
–magnetic stationary (MG) 164
–magnetoquasi-statics (MQS) 155, 158, 161,

167, 168, 170
–Maxwell 148, 160
– static regime 162
– stationary regime 164
–strong form 176
–weak form
–curl-curl 186
–electrostatics (ES) 174
–general electrodynamics (ED) 191
–general electrodynamics (ED with ECE) 195
–magnetic stationary (MG) 186, 189

–well-posed 151, 176
fourth-order accurate Runge–Kutta scheme 292
full-order models (FOMs) 37, 204, 240, 252, 331

functional magnetic resonance imaging (fMRI)
238

Galerkin projection 4, 18, 38, 64, 174, 177, 243,
258, 259, 280, 290, 324, 435, 441

gappy POD 224, 441
Gauss–Newton approximate tensor (GNAT)

method 224, 225
Gauss–Ostrogradsky formula 174
Gaussian process factor analysis 239
Gaussian process regression 6
generalized controllability Gramians 349, 358,

370
generalized Lyapunov inequality 133
generalized observability Gramians 349, 358,

370
genetic programming 282, 299
Gram–Schmidt orthogonalization 123, 436
Gram–Schmidt orthonormalization 260
Gramian matrix-based reduction 58
Gramian-based method 34
graph clustering 346, 353, 356, 366
graph theory 348, 350
Grassmann manifold 216
Grassmann manifold interpolation 303, 304
Grassmannian manifold 296
greedy algorithm 245, 334, 436, 454
Guyan reduction 39, 192

Hamilton’s principle 90
Hankel norm approximation 346
Hardware-in-the-loop 402
Helmhotz equation 79
hidden Markov models (HMMs) 239
hierarchical clustering algorithm 347, 360
Hodgkin–Huxley (HH) cable equations 240
Hodgkin–Huxley (HH) equations 238
hp refinement 185
hyperreduction 34, 55, 63, 66, 223

implicit Newmark scheme 193
incidence matrix 350
inf-sup stability 259, 260
infinite-inputs infinite-outputs (IIIO) system 153
Isomap 297
Isomap79 239
iterative rational Krylov algorithm (IRKA) 84, 451

Johnson–Champoux–Allard equivalent fluid
model 99



464 | Index

k-means clustering algorithm 262, 347
Kalman decomposition 348
Kalman filter 413
Karhunen–Loève decomposition 4
Karush–Kuhn–Tucker (KKT) conditions 14
kernel methods 451
kernel-DEIM approach 443
Kirchhoff–Love plate equation 78
Kirchhoff–Love plate theory 78
Kolmogorov N-width 214, 215, 230, 334
Koopman analysis 281
Kosambi–Karhunen–Loève transform 288
kriging 6, 11
Kron reduction 347
Krylov subspace method 33, 34, 38–40, 42, 65,

84, 123, 126, 329, 346, 366, 452
–matrix-free Krylov 95
– rational Krylov subspace method 84, 85, 455
Kullback–Leibler divergence rate 366

Lagrange multipliers 187
Lagrangian structure 90
Lanczos algorithm 83, 123
–explicitly restarted 132
– implicitly restarted 132
Laplacian matrix 351
latent variables 239
Lax–Milgram theorem 176, 177, 182
least squares regression 6
least-squares Petrov–Galerkin method 222
localized DEIM 248
locally linear embedding (LLE) 239, 297
Loewner framework 94
Lyapunov Riccati equations 451

manifold learning 297
manifold model 296
matrix discrete empirical interpolation method

(MDEIM) 260, 261, 438
matrix pencil 133
matrix rational approximation (MRA) 119
mesh deformation technique 260
mesh-based variational methods 260
method of characteristics (MoC) 119
minimum-residual method 221
–minimum-residual collocation method 223
missing parameter separable decomposition

438
missing point estimate method 229

Mitchell–Schaeffer model 262
modal approximation 84
modal derivatives 63
– static modal derivatives 63
modal truncation 84, 421
model order reduction (MOR) 2, 34, 39, 77, 83,

94, 111, 120, 125, 129, 159, 209, 220, 238,
322, 432

–a posteriori 146, 191, 193, 196
–a priori 146, 196
– code-intrusive 432
–goal oriented MOR 213
–on-the-fly 146, 185, 192, 196
–projection-based 324
model predictive control (MPC) 203, 405
Model-in-the-loop 400
modeling
–analytical 146, 159, 173
– computational 146, 147, 181, 184
– conceptual 145
–geometrical 145, 159
–mathematical 145, see also formulation,

well-posed, 147, 150, 152, 159
–numerical see also numerical method, 146,

174, 181, 185, 194
–physical see also formulation, 145, 150, 159
– reduction see alsomodel order reduction

(MOR), 146, 153, 156, 159, 164, 172, 174,
180, 182, 185

– verification and validation 146
modified nodal analysis (MNA) 113, 131
– time-domain 118
moment-matching method 450
–explicit moment-matching method 121
– implicit moment-matching method 122
MOR plug-in 392
MOR-Wiki 34
multi-input multi-output (MIMO) system 55, 123,

153, 154, 244
multidimensional scaling (MDS) 297
multipolar electric circuit element (ECE) 153
multipolar EM circuit element (EMCE) 155
multivariate quadrature rule 325

network systems 345, 347, 351, 367
– consensus networks 351
– linear network systems with diffusive

couplings 347
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Networked nonlinear robustly synchronized
Lur’e-type systems 347

neural networks 6, 281, 444
– long short-term memory (LSTM) 308
Niconet Benchmark Collection 34
nodal elimination 421
nonlinear autoregressive model with exogenous

inputs (NARMAX) 281
nonlinear programming (NLP) 1
nonlinear stochastic Krylov training sets

(NSKTS) 65
nonnegative DEIM (NNDEIM) 243
numerical method
–boundary elements 146
–finite differences 146
–finite element see also finite element method
–finite integrals 146

Oberwolfach Benchmark Collection 34
Obreshkov-based methods 114
Ockham’s razor 282
offline phase 217, 225, 245, 331, 432, 435
offline-online decomposition 59, 210, 217, 432
online phase 217, 226, 245, 331, 432, 435
operator
– curl 148
– curl-curl 164, 170
–del 148
–div 148
–div-grad 162
–grad 175
– input-output transfer 152
–kernel 150, 187
– surface curl 148
– surface div 148
Optimal control 400

Padé approximation 122
Padé via Lanczos (PVL) method 123
–matrix PVL (MPVL) algorithm 123
–multiport counterpart (SyMPVL) algorithm 123
–SyPVL algorithm 123
parameter-domain decomposition 215
parameterized coupled monodomain-ionic

model 261
parameters
–distributed 153, 156, 158, 159, 169
– frequency dependent 169
– lumped 153, 161, 166, 169, 173

– transient 157
parametric model order reduction (pMOR) 112,

322, 331
parametric regression 438
parametric stationary variational problem 434
parasitic 421
Pareto analysis 282
passive reduced-order interconnect

macromodeling algorithm (PRIMA) 123,
126, 131, 132

Pearson’s ρ correlation coefficient 298
perfectly matched layers 92
Petrov–Galerkin approximation 346
Petrov–Galerkin projection 38, 122, 219, 258,

353
POD-Gram method 56
POD-greedy algorithm 215, 441
polynomial chaos expansion 322, 327
polynomial regression 298
port-compression algorithms 129
–ESVDMOR 129
–RecMOR 129
–SVDMOR 129
port-Hamiltonian 38
preconditioners
–preconditioned Krylov solvers 83
– shifted Laplace preconditioner 83
– sparse lower-upper (LU) factorization 83
preconditioning techniques 180
pressure supremizing operator 260
principal component analysis (PCA) 239, 246,

288, 296
–kernel PCA 297
productizing 384
proper orthogonal decomposition (POD) 3, 4,

33, 58, 63, 100, 136, 211, 214, 238, 240,
258, 262, 280, 287, 288, 296, 436, 454

–balanced POD (BPOD) 212, 228
– frequency-domain 212
– time-domain 211
prototyping 385
psd-convex-concave decomposition 365
pseudo-controllability Gramian 359, 362
pseudo-Gramians 350
pseudo-time continuation method 221
pseudo-transient continuation (PTC) method

207

quadratic bilinear (QB) systems 324
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radial basis functions (RBFs) 11
randomized dependence coefficient (RDC) metric

310
reduced basis method 4, 252, 258, 333, 434
– coarse algebraic least-squares 260
–stochastic reduced basis method 335
reduced-order bases (ROBs) 243
reduced-order modeling 258, 290, 309, 347
–neuroscience
–energy-stable neuronal reduced-order

modeling 242
–morphologically accurate reduced-order

modeling 240
reduced-order models (ROMs) 37, 41, 202, 238,

252, 280, 322, 346, 354
reduced-space interpolation 216
reduction scenario
–black-box 433, 434, 439, 444
–gray-box 433, 434, 436, 442
–white-box 432–436, 441
representation learning 297
response surface methodology 6
Ritz minimization 177
Ritz–Galerkin projection 35
Rogers–McCulloch model 262
Runge–Kutta solver 60

sampling schemes
–Monte Carlo methods 325
–quasi-Monte Carlo methods 325
selective node elimination method 137
semi-implicit backward differentiation formula

(BDF) scheme 254
semi-stability 349
shape parametrization 259
simulation-free projection 34
single-input single-output (SISO) system 123,

243
singular perturbation approximation 347
singular value decomposition (SVD) 5, 63, 246,

288, 332, 336, 339
small gain condition 368
Sobolev space 186
Software-in-the-loop 402
solid-extension mesh moving techniques 260
Spalart–Allmaras (SA) turbulence model 205
sparse identification of nonlinear dynamics

(SINDy) 282, 299

sparse regression 282, 299
spectral element solver 284
spectral embedding 297
split congruence transformation 123
Stability-Preserving, Adaptive Rational Krylov

algorithm (SPARK) 455
stable manifold theorem 285
state-space system 390
static condensation method 192
statistical energy analysis (SEA) 76
stochastic collocation technique 329, 337
stochastic crack growth 415
stochastic Galerkin method 322, 328, 337
structure-preserving reduced-order interconnect

macromodeling (SPRIM) method 128, 132
subspace-angle interpolation method 216
successive constraint method (SCM) 454
supercritical Andronov–Poincaré–Hopf

bifurcation 285, 301
synchronization 352
system identification (System ID) 296, 299, 310

thermal energy equation 390
time stepper Arnoldi algorithm 285
Tonti diagram 150
transfer function 121
– admittance 126
– impedance 126
transfer matrix
– admittance 155, 158, 159, 173
– impedance 155, 158
transmissions 407
truncated balanced realization (TBR) 132
trust region filter (TRF) approach 12, 13, 24
trust region-based method 6
–unconstrained trust region method 10

uncertainty quantification (UQ) 203, 322
unstable manifold theorem 285

vector fitting method 137
virtual controller 400
virtual sensor 389, 405
voltage-controlled voltage source (VCVS) 117

weak greedy algorithm 214
weighted adjacency matrix 350
Whitney elements 189
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